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TIMEX:

A TIME-DEPENDENT EXPLICIT DISCRETE ORDINATES PROGRAM

FOR THE SOLUTION OF MULTIGROUF TRANSPORT EQUATIONS

WITH DEI.AYED NEUTRONS

by

T. R. Hill and Wm. H. Reed

ABSTRACT

Program Identification: TINEX

Computer for which Program is Designed: CDC 7600, TBM-360

Description of Function: TTMEX solves the time-dependent, one–dimensional multigroup trans-
port equation with delayed neutrons in plane, cylindrical, spherical, and two-angle plane
geometries. Both regular and adjoint, inhomogeneous and homogeneous problems subject to
vacuum, reflective, periodic, white, albedo or inhomogeneous boundary flux conditions are

solved. General anisotropic scattering is allowed and anisotropic inhomogeneous sources are
permitted.

Method of Solution: The discrete ordinates approximation for the angular variable is used
with the diamond (central) difference approximation for the angular extrapolation in curved
geometries. A linear discontinuous finite element representation for the angular flux in
each spatial mesh cell is used. Negative fluxes are eliminated by a local set-to-zero and
correct algorithm. The time variable is difference by an explicit technique that is un-
condit.i.onally stable so that arbitrarily large time steps can be taken. Because no itera-
tion is performed the method is exceptionally fast in terms of computing time per time step.
Two acceleration methods, exponential extrapolation and rebalance, are utilized to improve
the accuracy of the time differencing scheme.

Restrictions: Variable dimensioning is used so that any combination of problem parameters
leading to a container array less than MAXCOR can be accommodated. On CDC machines MAXCOR
can be about 25 000 words and peripheral storage is used for most group–dependent data.

Running Time: The running time for TT.MEX is highly problem-dependent, but varies almost
linearly with the total number of unknowns and time steps. A 16-group, 30 interval mesh,
S2, six delayed neutron groups calculation of the decay of a point burst in a Pu-Be sphere
requires 4% min. on the CDC 7600 for 200 time steps.

Unusual Features of the Program: Provision is made for creation of standard interface out-
put files for angular fluxes and angle-integrated fluxes. Standard interface input files
for SN constants, inhomogeneous sources, cross sections, and initial angular fluxes may be
read. A special angular flux file is available to provide exact initial conditions. All
binary operations are localized in subroutines REED and RTTE. Flexible edit options, in-
cluding restart capability, are provided.

Nachine Requirements: Five interface units (use of interface units is optional), five out-
put units, and two system input/output units are required. A large bulk memory is desirable,
but may be replaced by disk, drum, or tape storage.

Related Programs: The ONETRAN program may be utilized to provide compatible initial condi-
tions to TINEX.

Material Available: Source deck, test problems, results of executed test problems, and this
report are available from the Argonne Code Center and the Oak Ridge Radiation Shielding
Information Center.

I 1



I- INTRODUCTION
TIMEX is a program designed to solve the time-

dependent one-dimensional multigroup transport equa-

tion with delayed neutrons in plane, cylindrical,

spherical, and two-angle plane geometries. The pro-

gram solves both regular and adjoint, homogeneous

and inhomogeneous, time-dependent problems subject

to a variety of boundary conditions.

TIMEX utilizes a discontinuous linear finite

elment scheme for discretization of the spatial

variable that interacts extremely well with the

differencing of the time variable.l The 0NETRAN2

steady-state code may be used to provide compati-

ble initial conditions to TIMEX.

The TIMEX code produces meaningful results in

both wave and diffusion situations. Wave situa-

tions are characterized by spatial discontinuities

in the neutron flux that propagate with the veloc-

ity of the neutrons and are important over short

time intervals. A diffusion situation occurs when

scattering is important and when the neutron flux

is smooth and varies slowly. A typical time-depend-

ent transport problem can involve a progression

through a wave-like regime in the initial stages of

a problem to a diffusion situation after all of the

wavefronts have dissipated.

An instantaneous point source of neutrons in

a sphere represents the ultimate in wavefront be-

havior. Here the solution is a series of shells of

neutrons propagating outward with velocities char-

acteristic of each energy group. Inside the outer-

most shell lies a continuum of neutrons that have

suffered one or more collisions. To treat such a

difficult problem, a first-collision source option

is included in TIMEX. Under this option an analy-

tic representation of the uncollided flux ia used

to generate a source to the collided flux, which is

calculated numerically by the code. This approach

improves the accuracy of the code in the above

situation. A first-collision source is also avail-

able to treat instantaneous plane sources In slabs

and line sources in cylinders. The major features

of TIMEX include:

(1) direct and adjoint capability,

(2) plane, cylindrical, spherical, and two-

angle plane geometry options,

(3) arbitrary anisotropic scattering order,

(4) two different sets of built-in SN

constants,

(5)

(6)

(7)

(8)

(9)-

(10)

(11)

(12)

(13)

(14)

(15)

(16)

(17)

(18)

(19)

vacuum, reflective, periodic, white,
albedo, and inhomogeneous boundary

conditions,

optional print suppress of large input
arrays,

..
core dump and restart capability at
selected time steps,

flexible input of initial conditions, -

flexible input of isotropic or anisotrop-

IC inhomogeneous distributed sources and
boundary sources,

user choice of a single fission spectrum,
zone-dependent fission spectra, a single
fission matrix, or zone-dependent fission
matrices,

optional input of initial flux condi-
tion, inhomogeneous distributed and

boundary sources, SN cOnstants, and
cross sections from standard interface
files,3

4
optional FIDO format input of cross

sections,

detailed editing capability,

ability to load new system properties >
(cross sections, sources, radii, veloc-
ities, densities, etc.) at selected

times,

energy-group-dependent time step sizes,

optional specification of a pointwise
density for cross-section spatial
dependence,

a group-at-a-time storage of fluxes and
cross sections to permit execution of
exceptionally large problems,

use of either or both acceleration de-
vices (rebalance and exponential extra-
polation) to improve accuracy, and

zone–dependent delayed neutron properties.

The next section of this report contains the

theoretical development of all methods and approxi-

mations used in TIMEX. Section 111 is a user!s

guide for preparation of TIMEX input and Sec. IV

contains detailed programming information to facil-

itate local modification of the code. The contents

of this report follow the guidelines 5 for documenta-

tion of digital computer programs accepted as an

American Nuclear Society standard.

11, THEORY
In this section, the time, energy, angular, and

spatial variables of the tranaport equation are dis-

cretized to obtain a set of linear algebraic equa-

tions. The exact transport equation is discussed

and the spherical harmonics expansion of the scat-

tering sources is performed in Sec. 11.A. The

multigroup treatment of the energy variable, the

2



finite differencing of the time variable, and the where ok is the delayed neutron fraction from the

discrete ordinates approximation of the angular kth precursor group, with

variable are treated in Sec. 11.B. Section 11.C. ia IGD

devoted to a discussion of the discontinuous linear 13=~6k being the total delayed

finite element scheme used to discretize the spatial k=i
neutron fraction.

variable. The solution algorithms used to solve the The homogeneous transport equation is written

set of algebraic equations are presented in Sec. in the same manner as Eq. (la) except that Q is

11.D. zero. Both Eqs. (la) and (lb) are subject to

A. The Analytic Transport Equation specified initial conditions ~(r,E,~,t=O), and

The form of the time-dependent inhomogeneous Ck(r,t=O).

tranaport equation used in TIMEX is

+$+v . (~) +a(r,E) lJ(r, E,Q, t) = ~~ dE’ d~’ u~(r, E’ + E, Q . ~) Y(r, E’, Q’, t)

+~ (1-~) /f dE’ df2’ Xp(r, E? + ~) ~f(r,E~) $(r, E’, ~, t) + Q(r, E> 2S ‘)
—

IGD

+
X% (r) X~(r, E) Ck(r, t) (la)

k=l

where @ is the particle flux (particle number den-

sity times their speed) defined such that $ dE dvd~

is the flux of particles in the volume element dV

about r, in the energy range dE about E at time t.

Similarly, Q dV dE dg is the number of particles in

the same element of phase space emitted by sources

independent of ~. The macroscopic total interaction

cross section is denoted by U, the macroscopic scat-

tering transfer probability (from energy Er to E

through a scattering angle with cosine Q . g’) by—

us, and the macroscopic fission cross section by Uf.

All of these quantities may be space- and energy-

dependent. The number of particles emitted isotrop-

ically (1/41T) per fission is V, and the fraction of

these liberated in the range dE about E from fis-

sions in dE’ about E’ is Xp(r,E’+E), the prompt fis-

sion spectrum. The total fraction of the fission

neutrona which are prompt is (1-6). The k’th de-

layed neutron precursor concentration is Ck(r,t)

with decay constant .lk. The fraction of the neu-

trons from the k’th delayed neutron group emitted in

energy range dE about E is X~(r,E), the delayed neu-

tron fission spectrum.

The delayed neutron precursor concentrations

satisfy the equation

1. Particular Forms of the Divergence
Operator

The form of V . ~ for the three geometries

treated by TIMEX ia given in Table I in terms of the

coordinate systems sketched in Figs. 1-3. In the

standard plane geometry, the angular flux is assumed — —

independent of the azimuthal angle $ so that the

angular dependence can be reduced to the p inter-

val (-1,+1). TIMSX also permits the two-angle op-

tion in plane geometry where no assumptions of

symmetry are imposed. Here the complete unit sphere

of angular directions must be considered. In cy-

lindrical geometry, the angular flux is assumed

symmetric in the t angular cosine and symmetric

about the $ = 0°-1800 plane. Thus, only one-quar–

ter of the unit sphere must be considered in the

angular dependence. In spherical geometry, the

angular flux is also assumed independent of the

azimuthal angle @ so that the angular dependence is

reduced to the u interval of (-1,+1).

2. Spherical Harmonics Expansion of the
Source Term

In the TIMEX program, the scattering

transfer probability is asaumed to be represented

by a finite Legendre polynomial expansion of the

d Ck(r,t)

dt = - ~(r) \(r,t) + f3k ~ dE’ vUf(r,E’) ~ d~’ $(r,E’,~’,t) k=l, 2, .... IGD, (lb)

3
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TABLE I

FORMS OF V - &

Dependence Definition

Geometry of of Variables

Plane Y(x,ll,t) A -clU=ex _

or

w(x,lJ,$,t) ~=(l-pz)%coa+

~=(1_p2)+~ino

Cylindrical y(r,p,n,t) p=ar .g

~=(1-F,2)%sin$

Spherical $(r,p,t) l.l=$r.g

!+#+y

2%1

L Y

/
x

Fig. 1. Coordinates in plane

A / ,- \
C(<:

\ \+
\f-1

\

t
8

z

P

x

Fig. 2. Coordinates in cylindrical geometry.

.

.

/
x

geometry. Fig. 3. Coordinates

order ISCT

ISCT

addition theorem for

expand Pn(~”~), the

in spherical geometry.

spherical harmonics used to

scattering term may be written

Eq. (la) over the azimuthalus(r,E’+E,~~’) =
z

~o~(r,E’+E) Pn(:-~’). (2) after integration of

n=O angle for one-angle plane and spherical geometries

-.

.

,

b

If this expansion is inserted into Eq. (la), and the as

4
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ISCT

~~ dE’ d~’ o~(r, E’ +E, ~ ‘~’)w(r, E’, ~’, t) = J dE’
x

(~n+l) U~(r, E’ + E) Pn(u) @n(r, E’, t),

n=O
(3)

where the moments of the angular flux are defined sine moments of the flux vanish. Thus , in cylindri-
.-

f

cal geometry, only the momenta indicated in Table

On(r, E, t) = #pn(ll) ~(r, E, P, t). (4) III are required. In the two-angle plane geometry,
-1

. no aasurnptions of symmetry are made on the angular

For cylindrical and two-angle plane geometries, the flux. Thus the complete array of spherical harmon-

scattering term becomes more complicated, since the its, as indicated in Table IV, is required.

associated Legendre polynomials from the addition In all cases, the scattering term may be writ-

theorem cannot be integrated out. Dropping the ten in the general form

spatial, time, and energy variables, this term ia

(5)

where for two-angle plane geometry the variable (
m NM

is replaced by p. Using the trigonometric relation
S.T. =JEdE’ (2n-1) tl~(r,E’+E) Rfl(~) $n(r,E’,t),

o n=l
(lo)

cosf.(+- $’)= cos!t$cos% ~’+sinl. ~sin.t.~’,

(6)
where NM is the number of flux moments given by

n=O [ !?=1
J

where the moments of the angular flux are defined for plane and spherical geometry,

1 2’11

1/

for cylindrical geometry, or

@n = d<’ d$’ Pn(<’) ~(~’, $’)/411 (8) for two-angle plane geometry,

1 0 Rn(~) is a spherical harmonic appropriate to that

and

I

.
(9)

I
. and where either the sin or cos of Eq. (9) is chosen geometry, and @n is the corresponding angular flux

depending on its coefficient (sin or COS) in Eq. (7). moment. For cylindrical and two-angle plane geom-

A tabular array of the P~(~) Legendre functions etry, the two-dimensional arrays of spherical har-

ia shown in Table 11. In cylindrical geometry, the monic mcxnents are stored as one-dimensional arrays,

angular flux is assumed symmetric in & so that the indexed in the order shown in Tables 111 and IV.

odd flux moments (n - L odd) vanish. Likewise, the In similar fashion, the inhomogeneous source

angular flux is assumed symmetric in @ so that the term of Eq. (1) is expanded in spherical harmonics

5



TABLE II

TABIJLAR ARRAY OF SPHERICAL HARMONICS:

9.—

NMo

Inhomogeneous Source =
E

(2n-1) Rn(~) Q#r, E,t),

n=l
(11)

where the number of source moments NFK) is related to

the order of source anisotropy IQAN by

I
IQAN+l for plane and spherical

geometry ,

NMQ = (IQAN+2)2/4 for cylindrical geometry, or

(IQAN+1)2 for two-angle plane geometry,

and~(r,E,t) isthecorre.sponding source moment.

B. Energy , Time, and Angular App roximations

In this section the multigroup approximation

for the energy variable, the discreti.zation of the

time variable, and the discrete ordinates approxima-

tion for the angular variable are given.

1. Multigxoup Equations

The energy domain of interest is assumed

to be partitioned into IGM intervals of width AE
g’

g=l, 2, .... IGM. By convention, increasing g

represents decreasing energy. If we integrate Eq.

(1) over AEg after making the spherical harmonic

expansion of Eqs. (10) and (11), we can write

1. P.

x

3. P2

x

7. P4

TABLE III

SPHERICAL HARNONICS STORAGE: CYLINDRICAL GEOMETRY

2. p; Cosl$

4. p:cos2@ -

5. ;..s4 x 6. <.0s3$

x 8. p: co?, 2$ x 9.

x- storage not required.

TABLE IV

SPHERICAL HARMONICS STORAGE: TWO-ANGLE PLANE GEOMETRY

10 P. -

p; ,0s 44

24. .4 Cos 41$1

25. P4 sin 44

-.

.

.

.



.-

.

IGM NM

L3+V.
Vg at (Q VJg) +Ug Vg(r, Q, t) =

xx
(2.-1) u: ~% Rn(~) @nh(r, t)

,
h=l n=l

I&%l NMQ IGD

+ (1 - f3)~v Ufh #h% $Ih(r, t) +x (2n-1) Rn(~) ~g(r, t) +
x Ak x~, g Ck(r, t) ,

h=l ~=1 k= 1

!3=1, 2, .... IGM (12a)

and

d Ck(r,t) IGM

dt
= - kk Ck(r, t) + f3k

E
$ (r,t),

v afg g k=l, 2, .... IGD. (12b)

g=l

Here, the flux for group g,

.
is no longer a distribution in energy, but is the

total number of particles in the energy interval.

For this reason, when group structures are changed,

the effect on the angular flux or its moments must

be evaluated by comparing @g/AEg. Because of Eq.

(13), energy integrals in TIMEX are evaluated by

simple sums.

The cross sections subscripted with g are

averages, e.g.,

(14)

but, of course, ~ is not known and must be approxi-

mated by some means. If in Eq. (14) the angular de-

pendence of ~ is nonaeparable, then Ug “ill dePend

on angle. No provision for such dependence ia made

in TIMEX. Recipes for taking this dependence into

account, as well as for improving the averages

0“ when scattering is severely anisotropic,sh+g are
6

given by Bell, Hansen, and Sandmeier.

2. Discretization of the Time Variable

. To facilitate the discretization of the

time variable, we write Eq. (12a) for a single ener-

gY grouP for isotropic sources and scattering as

1 avg+
at

‘g

+

v. (fJ+g) + C7g +g(r,

IGD

Qg(r,t) + z% X:,g
kxl

IGM

Q, t) =z
h=l

Ck(r,t).

Denoting j as the time step index and At as the time

step size, we explicitly difference the time vari–

able in Eq. (15) by

g-1 IGM

‘x
o
S,h+g

~~(r) +
x

@j (r)
‘s, h+g h

h=l h=g

g-1

+(1-L3) [zv ‘fh X;+g

h=l

1
IGD
z

$;(r) +Q~(r)+ Ak

k=l

1(24

‘$~(r)+ x v ‘fh X;+g

h=g

where the scattering

downscattering and a

ing contribution and

source. The Precursor equations, Eq. (12b) are dif-

ference by a fully-implicit scheme

g=l, ?, .... ICM, (16a)

source is separated into a

self-scattering plus upscatter-

similarly for the fission

j+l _ j+l(r)& (Ck c:).-~ck

IGM

+ $k E @j+l(r),v ‘fg g
g=l

k = 1, 2, .... IGD. (16b)

uS,h+g $h(r,t) +- (1

IGM

-B)zv
h=l

u P
sh ‘hag @h(r,t)

(15)

7



cast

By rearrangement of terms, Eq. (16a) may be the time step index j and consider Eq. (17) as a

into the form (deleting the group subscript) steady-state transport problem.

a. Plane Geometry

v“ (Q@+l) +31Jj+1(r,Q) =Fj(r,f l), (17) From Table I, it is observed that no— — \

angular derivative appears in the divergence oper-

where the modified cross section is given by ator so that no angular coupling is present. For
,.

the standard geometry, the angular interval of

8=IY++ (18) PE(-1,+1) is discretized into a set of MM quadrature

points pm and associated quadrature weights Wm

and the modified source term is

g-1 IGM g-1 IGM

~](r,~) =
z E

@j+l(r) + Us,h+g $:(r) + (1 -
[

8) ~v ‘fh ‘E.g ho
s,h+g h E

$j+l(r)+ v ‘fh X;+g
1

$:(r)

h-1 h=g h=l h=g

k=l

Equation (17) is exactly in the form of the steady-

atate transport equation (with j corresponding to an

inner-iteration index) and thus most of the tech-

niques used in the steady-state code ONETRAN may be

applied directly. Note that for very small time

steps, & becomes very large so that each mesh cell

will appear to be optically thick. In this situa-

tion the linear discontinuous finite element treat-

ment of the spatial variable derived in Sec. 11.D.

is markedly superior to the standard diamond differ-

ence scheme. Furthermore, the modified source term

depends explicitly upon the angular flux ao that,

unlike the steady-state code ONETRAN, provision must

be made for storage of the angular flux. Equation

(17) is written for one energy group. All coupling

between the IGM multigroup equations is contained in

the known source term on the right-hand side.

3. Discrete Ordinates Equations

The discrete ordinates equation may be de-

rived by differencing the angular variable in Eq.

(17) . In cylindrical and spherical geometries, the

resulting equation will conserve neutrons only in

the limit of small angular intervals and may result

in complex and unrealistic coupling of the angular
-,

variable.’ The customary procedure is to difference

both the angular and spatial variables simultaneous-

ly, but due to the finite element approach used on

the spatial variable this will not be done. Instead

a heuristic derivation of the discrete ordinates

equation for each of the three geometries will be

given. In the following development we will omit

8

(19)

ordered, as shown in Fig. 4. The quadrature weights

are normalized so that

MM
—

Lw.=”
m.1

analogous to alp/2 in Eq. (4). The (angular) cell-

centered angular flux is then assumed to be given

by

Vm(r) ‘@(r Pm) (20)

and the angular flux moments of Eq. (4) are approx-

imated by

MM

On(r) = E WmPn(Pm) Vm(r).

m=l

(21)

For the two-angle plane geometry option,

the angular domain of the complete unit sphere is

again discretized into a set of MM quadrature points

(Pm, @m) and associated quadrature weights Wm. The

MM

normalization is again
F

w = 1, analogous to
~= m

dfi/4n in Eqs. (8) and (9). The ordering of these

rStarlingditechn

I 2 3 1 4 56
I P

-i o +1

Fig. 4. ordering of S6 directions in plane and

spherical geometries. The starting direc-

tion only applies to spherical geometry.

.
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quadrature points is illustrated in Fig. 6 for an

S4 quadrature. The built-in quadrature set of

TIMEX actually chooses Bm and Cm as either the

Gauss–Legendre or the double Gauss–Legendre quadra-
T

ture points. The cell-centered angular flux is

again assumed to be given by

-,

and

are

and

the angular flux moments of

approximated by

MM

m= 1

m= 1

(22)

Eqs. (8) and (9)

(23)

II

Cos E @m

~m(r) .

sin !2$m
(24)

.

For both of the plane geometries, the

.. discrete ordinates approximation of the multigroup

transport Eq. (17) is

a+

Pm + + 5 +m(x) = Yin(x), (25)

Fig. 6. Ordering of S4 directions in two-angle

plane geometry. The ordinates in the 8th
octant are not shown.

where ~m(x) is the (known) source evaluated at the

~th angular quadrature point.

b. Cylindrical Geometry

From Table I, the multigroup transport

Eq. (17) may be written in cylindrical geometry as

lJ~-y+r ~$(r, fi)=r F(r, Q).— (26)—

The angular domain of one quadrant of the

unit sphere

ture points

weights Wm,

ordering of

is discretized into a set of MM quadra-

(l.Im, T_Im)and associated quadrature
MM

normalized so that ~Wm=l. The
m. 1

these quadrature points is illustrated

in Fig. 5 for an ‘6 quadrature. The (angular) cell-

centered angular flux is assumed to be given by

*m(r) z $(r, Pm, nm) (27)

and the angular flux moments are approximated by

Eqs. (23) and (24). In addition we have the (angu-

lar) cell edge fluxes on the same E,level denoted

by Ore_+(r) and V@+(r). We then write the discrete

‘

ordinates approximation to Eq. (26) as

+ r 3 $m(r) = r Em(r).

Conaider now the case of divergenceless flow in

z Stating 1?

(28)

Fig. 5. Ordering of S6 directions in cylindrical

geometry.

9
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which $ = S/U = constant. Since rl= ~ sin$

and p = ~ cos@, then &7/Zl@ = p and it is

easily shown that the angular coupling coefficient

a must satisfy the recursion relation

a -a
~+% m-+ = - Wm vm, (29)

with the requirement from neutron conservation that

the first (a+) and last (~++) coefficients On a ~

level must vanish. It can be showna that Eq. (28)

becomes identical to Eq. (26) in the limit of van-

ishingly small angular intervals.

c. Spherical Geometry

From Table I, the multigroup transport

Eq. (17) is written in spherical geometry as

(30)

The angular domain of IJE(-1,+1) is discretized in–

to a set of MM quadrature points pm and associated

quadrature weights Wm, normalized so that Km=
m= 1

1. The ordering of these quadrature points is il-

lustrated in Fig; 4 for

(angular) cell-centered

be given by

Vm(r) z V(r, Pm)

an 56 quadrature. The

angular flux is assumed to

(31)

and the angular flux moments approximated by Eq.

(21) . The (angular) cell edge fluxes are denoted

by !m_%(r) and YmM(r). We write the discrete

ordinates approximation to Eq. (30) as

d. Diamond Difference Assumption and
Starting Directions

For the curved geometries discrete ordin-

ates transport equation, Eqs. (28) and (32), there

are three unknown functions: the (angular) mesh .

cell edge fluxes, ON%(r) and vm_+(r), and the cell-

centered angular flux, ~m(r). The ~m_Jr) edge flux ,

will be assumed known from the previous angular mesh

cell computation. The standard diamond difference

assumption (in angle only) is made to relate the

edge and cell-centered fluxes, viz.,

*m(r) =+ [$m_%(r) + ~ti%(r)]. (34)

Thus, in each (angular) mesh cell, we need only

solve the transport equation for one function, ~m(r).

TO initiate the computation in the first

angular mesh cell, TIMEX uses special zero-weighted

directions to calculate ~%(r). For spherical geom-

etry, this special direction is the atraight-inward

direction u = -1, as illustrated in Fig. 4. For

cylindrical geometry, these special directions cor-

respond to ordinates directed towards the cylindri-

cal axis, rl= O, @ = 180°, as illustrated in Fig. 5.

The starting direction calculations are

treated separately from the calculations for the

other directions and are discussed further in the

following section.

c. Discretization of the Spatial Variable

The approximations. that have been made thus

far are independent of the treatment of the spatial

variable and are identical to those used in other
4,10

one-dimensional discrete ordinate transport codes.

.

[

a(r2qm) “Bm++ B
urn ar + y~ti%(r) -+

1
Vm_%(r) r + r2GOm(r) = r2 Fro(r).

m m
(32)

Considering the case of divergenceless flow, we

require that the angular coefficients B satisfy the

recursion relation

Bm++- Bm_~ =-2W
m

with the requirement

Pm s m=l, .... MM, (33)

from neutron conservation that

the first (Q and last (f3~+%) coefficients must

vanish. Again it can be showna that Eq. (32) be-

comes identical to Eq. (30) in the liait of vanish-

ingly small angular intervals.

10

In this section, we will depart from the traditional

usage of the diamond difference scheme and develop ..

a linear discontinuous finite element scheme for

the spatial discretization. Use of the discontinu-

ous scheme is based on the favorable experience of

such a method in the two-dimensional, triangular
11

mesh transport code TRIPLET. These discontinuous

methods are found to result in a very accurate and

stable difference scheme (especially for optically

thick mesh cells).
.
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Difference schemes for the transport equation

fall into two broad categories: implicit and explicit

methods. In an implicit method no attempt is made

to solve in the direction in which neutrons are

streaming. Instead, variational or weighted resi-

dual methods are used to determine a set of linear

algebraic equations for all the unknowns. This set

of equations is then solved, often by direct methods,

to obtain the final solution. An implicit method

couples all or some adjacent mesh cells with no re-

gard for the direction of neutron travel. An ex-

plicit method, on the other hand, sweeps once through

the mesh, solving for the unknowns in the direction

in which neutrons are streaming. This is also equiv–

alent to solving a set of linear algebraic equations,

but here the mstrix to be inverted is triangular.

An explicit method couples only the mesh cells visi–

ble when looking backward along the direction in

which neutrons are traveling. The finite element

method developed below, like the diamond difference

scheme, is explicit in nature.

Finite element methods for solving differential

equations like Eqs. (25), (28), and (32) usually in-

volve the assumption that the unknown function ~m(r)

can be approximated by some member of a finite-

dimensional set of functions. l%is set of functions

is often referred to as the trial space. A particu-

lar member of this function space is selected by

some procedure like minimizing a functional or re-

quiring the residual to be orthogonal to a set of

weighting functions. The selected member is the de–

sired approximate solution to the differential

equation.

The finite element method used in TIMEX is de-

reived using a weight and integrate technique. The

trial space consists of functions that are piecewise

linear and discontinuous across mesh cell boundar-

ies. More precisely, if vi(r) is our approximation

of the exact solution to the discrete ordinates equ–

ation in mesh cell i (dropping the discrete ordin-

ate index m), then we assume a linear Lagrangian

representation of the form

+i(r) ‘+ [(ri+%- r) *i_++ (r - ri_%) Vix+l,
1

(35)

where Ari = r. - r. and +i_%* @i+% are the un-
1++ 1-+

known discrete ordinates angular flux on the mesh

cell left and right boundaries, respectively. To

complete the specification of the trial space, we

must assign a unique value tu the approximate flux

on the mesh cell boundaries. It is essential to

the following analysis that the flux on the mesh

cell boundary is the limit of the flux as one ap-

proaches the boundary in the direction in which

neutrons are streaming. This is illustrated in

Fig. 7 for the two possible cases, u > 0 and u c O.

For the angular mesh cell, we impose continuity

on the mesh cell edges and assume the diamond dif-

ference relation, so that the (angle) extrapolated

angular flux is

(36)

The arrangement of the angular flux node points in

a single space-angle mesh cell is illustrated in

Fig. 8.

With the above assumptions inserted therein,

the discrete ordinates equations [Eqs. (25), (28),

and (32)] in the (I,m)th mesh cell ‘become , respec–

tively,

.f&

\

/’

“+

Fig. 7. Linear discontinuous representation of the

angular flux in the ith mesh cell. The .

indicates the actual value of the angular
flux on the mesh cell boundary. The angu–
lar flux from the previous mesh–cell
boundary is denoted by ~b.

11
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$rn.llz

L-1
‘i-l/2 !J,+lfi

#’m

‘i-l/2 tim+l,z ‘i+l/2

r~

Fig. 8. Angular flux nodal values
(space, angle) mesh cell..

for the i,m

I
-.

and

(37b)

.-

for

rE(ri_%,

where the sources on

been approximated by

r
i+% ),

the right-hand

(37C)

side have also

a linear Lagrangian represent-

ation analogous to Eq. (35). In tl,e spherical

geometry Eq. (37c), the relation

(38)

has been used, where the curvature coefficients

a satisfy the recursion relation of Eq. (29).

Since Eq. (37) camot be satisfied identically

for all rc(ri_%,ri+%) we require the residual to be

orthogonal to certain weight functions. Spec:

ly, we operate on Eq. (37) with /ri+% dr and

‘i-%
/ri+%(r - ri_k) dr for the rightward-directed

‘i-% r. ,

(p>O), and~ ‘+* dr and ~ri~+(ri++ - r)dr for the

r. , r.
1-+ 1-%

leftward-directed sweeps (p < O). This results in

fical-

,weeps

the following system of equations for the mesh cell

edge fluxes:

12



a.

“AA. * + 3 vi-%
an+ -

UAip+ + AAi ~
l.w II

—+u vi+% ‘i-$
m m

am% -
.W.3

am-l%

+=5 Wm+u=l
vz~ + Z,jy +322

‘i~<

.

-.

,.

-.

IF Z1 +3. z2+z5>tim-%
i-+ 1+%

m

and

[

am+%
-uAi_4 + AAi ~ +5V. AA.

1-+ 1
m

a

Llz8
rn+j

+ ‘lo w
—+?Z

6
lJz9

m

I
5. vi_+
1-%

.

zi.%Z6 +

Here, a = an_% ~%, +b is+a

the boundary of the previous

in Fig. 7, and the remaining

Table V.

I

the angular flux on

mesh cell as indicated

s~bOls are defined in

For the starting direction sweeps in cylindri-

cal and spherical geometry there is no angular re-

distribution so that

for m = starting direction. Since a
+

= o, so
m-

that

(40)

for

for

a
miJ+

—-o=-p
w m

(41)

m

m = starting direction from Eq. (29), then

am+%
~4&%=- $Llm($i_+ + vi++) (42)

m

m = starting direction.

The relationship of Eq. (42) replacea tbe cur-

vature terms in Eq. (37). We again operate with

/ri+%drand jri~fi(ri++- r)dr. This results in

Li-% Li-%
the following system of equations for the mesh

cell edge fluxes:

p>o, (39a)

p<(). (39b)

1 1
-7Z10)+2?Z6 -

1
P(ZS lJ(z9 - 1 Iyzlo)w-z 4Jiti

‘1 -
?v. +3
i+ 1-+ i+-+‘i+% - P Ai+k +b

,

s.
1-+ ‘6 + Sii% ‘7

(39C)
I

for p =

that by

ary for

for U >

ference

starting direct-ions. It should be noted

imposing continuity on the mesh-cell bound-

the second equation in Eq. (39) (vi_$ = vb

O and ~iti = ~b for P c O, the diamond dif-

equations are obtained. For curved geometries,

these are a weighted diamond difference slightly dif-

ferent from that of Reed and Lathrop.
12

For the diamond difference case in a source-free

plane geometry mesh cell (S = O), the solution of

Eq. (39a) is easily shown to be ~i~+ = - Vb as the

optical thickness of a mesh cell becomes infinitely

large (?7Ar/p + 0). Thu S , negative fluxes are a prob-

lem for such mesh cells. For the discontinuous case,

it is easily shown the ~i_% = ~ig~ + O fOr mesh cells

with an infinite optical thickness. Negative fluxes

may still appear for the discontinuous case, but the

worst possible situation occurs fOr GAr/~ = 8.196 at

13



TABLE V

TABLE OF GEOMETRIC FUNCTIONS

Notation: r+ = ri+%, r = r.
1-%

QK!xQ.Y
Llr

A

A+

AA

v

v+

‘1

‘2

‘3

‘4

‘5

‘6

‘J

‘8

‘9

‘lo

Plane
Geometry

‘+ - ‘-

1

1

0

+&

+

10Ar

20Ar

-30

+3o

0

20Ar

10Ar

-30

+30

o

—

Cylindrical
Geometry

‘+ - ‘-

27rr

27m+

A+-A

~Ar(r+ + 2r_)

~Ar(2r++ r )

5(r+ + r )Ar

5(3r+ + r_)Ar

-lO(r+ + 2r )

10(4r+ - r )

30Ar

5(r++ 3r )Ar

5(r++ r )Ar

10(r+ - 4r_)

10(2r+ + r_)

30Ar

which $. , = + 0.366 ~b and ~i+% = - 0.0981 ~b.
1-4

Thus, negative fluxes are much leas in magnitude

with the discontinuous scheme than for the diamond

difference solution.

There are two important disadvantages to the

linear discontinuous finite element scheme: computa-

tional times and core storage requirements. Al-

though an explicit solution of Eq. (39) may be ex-

pressed, it is much more complicated than the cor-

responding diamond difference solution, requiring

approximately twice as many operations (other than

divides). Thus the computation costs will be greater

than for other transport codes based on the diamond

difference. Since the mesh cell edge values for

the fluxes and sources are required (as compared to

only the cell-centered quantities for a diamond dif-

ference code), the core storage for these quantities

is doubled. In addition, all the finite element

arrays for quantities in Table V must be stored on

the fine mesh. It is possible that a choice of dif-

ferent weight functions in the derivation of Eq. (39)

14

Spherical
Geometry

‘+ - ‘-

411r
2

4nr+2

A+-A

~ Ar(r+2 + 2r+r_ + 3r 2,

~ Ar(3r+2 +2r r + r
+- -2)

(3r+2 + 4r+r_ + 3r 2)Ar

(12r+2 + 6r+r_ + 2r_2)Ar

-5(r+2 + 2r+r_ + 3r-2)

5 (9r+2 – 2r+r - r-2)

20(2r+ + r )Ar

(2r+2 + 6r+r_ + 12r 2)Ar

(3r+2 +4r+r_+ 3r_2)Ar

5(r+2 + 2r+r - 9r_2)

5(3r+2 + 2r+r_ + r-2)
20(r+ + 2r_)Ar

.

.-

could result in a system both simpler to solve-and

requiring less core storage, but this has not been

investigated.

On the other hand, it is found that a coarser

spatial mesh is usually sufficient to give an accu-

racy equivalent to that obtained by a diamond dif–

ference solution.

D. Solution Algorithms

The basic algebraic equation that is actually

solved at each time step by TIMEX is Eq. (39) for

each space-angle mesh cell. In this section we de-

tail the algorithms used to implement the solution ..

of Eq. (39) in the TIMEX code.

1. Boundary Conditions

Information about the right and left
.-

boundary flux values may be specified by the TIMEX

user designating one of the following boundary

conditions:

● Vaccuum boundary condition –– the angular flux

on the boundary is set to

directions: $incoming (Bm)

zero for all incoming

= o.
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● Reflective boundary condition -- the incoming

angular flux on the boundary is set equal to

the outgoing angular flux on that boundary in

the direction corresponding to specular reflec-

tion: @
incoming(~m) = ‘outgoing(-pm) “

● Periodic boundary condition -- the incoming

angular flux on the boundary is set equal to

the outgoing angular flux in the same dfrection

on the opposite boundary:

@incoming(r = ‘left’Um) =

4outgoing(r = ‘right ‘pm) and

4incoming(r = ‘right’pm) =

+outgoing(r = ‘left’pm) “

● White boundary condition -- the incoming angu-

lar flux on the boundary is set equal to a

single value such that the net flow through the

boundary is zero, viz.,

&Wm Pm YOutgoing(?dm)

+incoming =
& ‘m ‘m

where the sums range over all outgoing direc-

tions. This condition is used primarily for

cell calculations in cylindrical and spherical

geometry where it is applied to the outer

radial boundary.

● Albedo boundary condition -- the incoming angu-

lar flux on the boundary is set equal a user-

supplied albedo times the outgoing angular

flux on that boundary in the direction cor-

responding to specular reflection:

4incoming(~m) = ‘voutgoing(-Um)”

The albedo factor a is an energy group-depend-

ent quantity. The reflective boundary condi-

tion corresponds to a = 1.

● Inhomogeneous source boundary condition -- the

incoming angular flux on the boundary is set

equal to a user-supplied source:

4incoming(lJm)= ~.

The inhomogeneous boundary source is both

group- and angle-dependent.

Use of the reflective or albedo boundary condi-

tion requires the SN quadrature ordinates to be sym-

metric about p = O.

At the start of each sweep of the spatial mesh

(for a given discrete ordinate direction), the sub-

routine SETBC is called which returns the value of

the boundary angular flux for that direction, namely

~. l%isisthe boundary flux, ~b, of the adjacent

mesh cell as used inl?q. (39). Thus the equalities

indicated above for the boundary conditions will not

actually be true due to the discontinuity of the

angular flux at the mesh cell boundary. Furthermore,

for the reflecting boundary condition at the origin

in cylindrical or spherical geometry, this reflect-

ing boundary makes no contributions to the source

term in Eq. (39) since A. ~ = O.
1-+

2. Sweep of the Space-Angle Mesh

The unknown angular fluxes are ordered so

that the difference scheme is stable and so that

the coefficient matrix is lower triangular. Phys-

ically, this corresponds to proceeding in the direc-

tion of particle flow.

The angular mesh is swept in the same se-

quence in which the quadrature directions are ordered

as indicated in Figs. 4, 5, an’d 6. For a particular

quadrature direction, the spatial mesh is then swept

either from left to right (B > O) or from right to

left (p < O). For curved geometries, there are NLEV

starting directions (ISN/2 for cylindrical, 1 for

spherical). The angular flux, ~m-%, is generated

on the fine mesh for all NLEV starting directions

(stored in the array AFE). The angular mesh is then

awept for all inward directions (p < O). For each

direction, the spatial mesh is awept from right to

left, generating the mesh cell edge fluxes ~i_%,

~i~+ (stored in the array AFC). In each spatial

mesh cell, tbe angular extrapolation is made by Eq.

(32) (Overstored in array AFE). The angular mesh is

then swept for all outward directions (p > O), with

the spatial mesh now swept from left to right. This

aweeping of the space-angle mesh is performed in

subroutine SWEEP.

3. Negative Flux Fixup

Aa briefly mentioned in Sec. 11.C., it is

possible for the mesh cell edge angolar fluxes in

15



Eq. (39) to be negative, primarily in optically-

thick mesh cells with no sources present. In ~uch

cases the offending angular fluxes are usually small

in magnitude, are rapidly damped in space, and have

little effect on integral quantities. Nonetheless,

many transport code users become alarmed by the

presence of these negative fluxes. Corisequently, a

negative flux fixup has been incorporated into TIMEX

which results in an increase in computation time of

typically 3% or more. This is the cost of

the test for negative fluxes only, and does not in-

clude the expense of computing the fixed-up flux.

The flux fixup algorithm proceeds as

follows: (for rightward sweeps):

(a) After the mesh cell edge fluxes are

computed, the far or extrapolated angular flux,

+i++, is checked for positivity. (The near angular

flux, 4i_~, will always be positive for positive

sources.) If it is positive, the computation pro-

ceeds normally. If the total source in the mesh

cell is negative, the flux fixup is bypassed.

(b) If vi+% is negative, the second equa-

tion of Eq. (39) is replaced with the requirement

‘hat ‘his ‘lUX ‘anish’ ‘J’i++
= O, and the first (con-

servation) equation of Eq. (39) is solved for the

near angular flux, 4i_~.

If the computation time for a problem is

significant and negative fluxes are not a serious

problem, the negative flux fixup algorithm (in sub-

routine SWEEP) may easily be deleted.

It is also possible to generate negative

fluxes with the angular diamond difference extra-

polation of Eq. (36). This is not normally encount-

ered and a fixup test and correction is not made.

4. Adjoint Problems

The TIMEX program solves the adjoint

transport equation by transposing the scattering

and fission matrices and inverting the group order

of the problem. Transposition of the scattering

matrix converts the normal, predominantly downscat-

tering problem to an upscattering problem while the

group order inversion restores this downscattering

dominance and eliminates unnecessary upscattering

iteration. The solution of the resulting problem

in the direction ~ is then identified with the ad-
16

joint solution in the direction -~.

5. Acceleration Methods

TWO acceleration devices to improve the

accuracy of the numerical solution, rebalance, and

exponential extrapolation, are available at the option

of the TIMEX user. An acceleration device in time-

dependent calculations here refers to a scheme that

improves the accuracy of the result for a given time-
.

step size. Each method is designed to work properly

in most situations, although there are occasions in ‘

which the use of one or the other of these techniques

is specifically recommended. Both methods are usually

stable, but there are certain circumstances discussed

later in this section under which the use of fine-mesh

rebalance can lead to an unstable algorithm.

a. Exponential Extrapolation

To derive the exponential extrapolation
13

method, we write the multigroup

Eq. (12a), as

v‘l++L$=(S+F)$+Q

-1
where V is a diagonal matrix of

speeds, L is the diagonal leakage

transport equations,

(43)

the inverse group
.

operator V.(Q )+U

or its discretized analog, S and F are nondiagonal

scattering and fission matrices, and + and Q are vec-

tors containing the group angular fluxes and other

sources (inhomogeneous plus delayed neutrons). We

then assume the angular flux can be written as

$(t) =eut $(t) (44)
.

where w is a diagonal matrix and the function ~ repre-

sents a small modulation of the assumed exponential

behavior. When Eq. (44) is inserted into Eq. (43)
A
~(t) satisfies the equation

.

v‘1#+L&4t (S+F)ewt ~ + e-wt Q-V-lu~.

(45)

Equation (45) may be solved more accurately numeri-
.

tally than Eq. (43) if ~ is slowly varying with time.

This will occur if the frequencies w are properly

chosen as discussed below.

The explicit time-differencing scheme in

Sec. 11.B.2. applied to Eq. (43) is

“-1 1
~ ($j+l-!JJj) +L~j+l = (S+F)~j +Q (46)

or after rearrangement

(L+~V -l)$j+l =( S+F+~V ‘l)~j +Q. (47)

In Eq. (46), the scattering and fission source from

higher groups is shown incorrectly to be calculated

from fluxes at the previous time step in order to

simplify the notation.
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If we apply the same explicit time-differ-

encing scheme to Eq. (42), we have

.

.

-.

-.

v
-1+ ~;’+l - ~J)+ (L +V-l W+)~j+l = edAt(S+F)eu3t ;j -V-l Q)_ ~j + e4At Q, (48a)

or after rearrangement

(L + V-l ~+V-l
‘j+l . e~At

~+)+ (S+F)e
-1uAt;j_v-l&jj-V

U_ ~j + e-dt Q (48b)

IJt
where the factor e has been approximated by the

values at the start of the time step. The matrix

U.u + W has been split into its positive com-
+-

ponents, ~+, and its negative components, ~ . This

splitting is made so they will always appear as

positive contributions in the relevant equations.

Were the negative components kept on the left-hand

side of Eq. (48), they could become larger in mag-

nitude than the cross sections and result in un-

stable equations after the spatial differencing.

When Eq. (48) is multiplied by ewt and

at the start of the time step is used, Eq. (48) be-

ef numerical experiments, a practical choice for

these frequencies is given by

(52)

These frequencies w. are then used in the modified
J

steady-state transport equation, Eq. (49), for the
j+1

solution of the angular flux ~ . If some of the

fluxes in Eq. (52) are zero, the frequencies are

set to zero at those points.

The frequencies of Eq. (52) depend on

angle, energy, and space. To allow an angular de–

pendence would be expensive in core storage with

comes

(L +V-l&+V-lu+)~j+l = (S+F+#& V-l _W )e‘At+j i-Q. (49)

Equation (49) is now in the form of the modified only a marginal increase in accuracy. Thus, TIMEX

steady-state transport equation, Eq. (17), with the allows only energy- and space-dependent frequencies.

modified cross section of Eq. (18) given

and the modified source term of Eq. (19)

with

?’j(r,Q) =
1

Sj(r,Q) + (~ - ~ )ewAt

the exception that the flux moments
wAt

scaled by e before the scattering and

contributions to the source term Sj(r,~)

by The extrapolation derived above is s

special kind of predictor-corrector method and is

(50) especially efficacious in situations where the time

variation of the flux is smooth and nearly

given by _.

IGD

(51)

must be exponential. This condition is always true at long

fission times following some initial transient if the sys-

are comput- tem properties remain constant with time. Thus the

ed. Thus the exponential extrapolation may be eas- exponential extrapolation is most advantageous in

ily incorporated into the algorithms used to solve diffusion situations and is not usually recommended

the steady-state equation. when wave fronts are propagating through the system.

time step

The frequencies are altered after each At long times following a perturbation in the sys-

to obtain the best accuracy. On the basis tern, the above frequencies converge to a single
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number approximating the inverse asymptotic period

of the system or the time-abaorption eigenvalue

(alpha) calculated for the same system by the steady-
1

state code ONETRAN.

The exponential extrapolation could also

be applied to the delayed neutron precursors, using

a different set of frequency factors. However, since

the precursors are usually slowly varying in time,

minimal improvement in accuracy would be obtained.

b. Within-group Fine-Mesh Rebalance

The rebalance acceleration available in

the TIMSX code is more advantageous than exponential

extrapolation in situations in which the flux is

rapidly changing, such as wave front propagation

problems. The explicit difference scheme used to

ubtain Eq. (46) is inaccurate due to the splitting

of the L and S+F operators, such that the loss mech-

anisms are taken as proportional to the flux at the

new time and the source mechanisms to the fluxes at

the old time. The resulting imbalance between

sources and losses prevents the computed flux from

following transients as rapidly aa it should. The

difference equation that we would really like to

solve is the fully implicit scheme

V-l& (~j+l -~j) +L~j+l = (S+F)vj+l+Q. (53)

Unfortunately, to solve this equation at each tfme

step would require the inversion of the full S+F-L

operator, necessitating the inner iteration process

of a steady-state calculation. This iteration may

be slowly convergent so that an inordinate amount

of computational effort is expended at each time

step. It is our purpose here to adapt the well-

known coarse-mesh rebalance
14

technique to the sol-

ution of Eq. (46).

The TIMSX rebalance acceleration enforces

particle balance on each fine-mesh interval for

each energy group in Eq. (53). That is, we multiply

the angular flux in Eq. (53) by an unknown rebalance

factor, fi, and integrate over all angles and the

ith fine_mesh interval. This results in a tridiag-

onal system of equations for the rebalance factors

For the ith fine-mesh interval (deleting the j+l

superscript) the leftward and rightward flows are

(55a)

-.

the effective absorption is

ABi = (Ut +;*- U:,eg P vu)*
- ‘g+g fg

MM

In=l

and the rebalance source is

MN

QQi ‘~ ‘m(vi-% ‘i-~+ vi+~ ‘i+!!)

m= 1
MM

(55C)

+J= z Wm(v $ ,) (55d)i-+ ‘i-!.j+ ‘i++ i+..j
vAt

where Sii!i contains all sources Q the group (in-

homogeneous + fission + scattering + delayed neu-

trons) but no within–group scatter or fission.

Equation (54) may be rapidly solved by forward elim-

ination-backward substitution for the rebalance

factors.

The fine-mesh rebalance acceleration may

alao be applied in conjunction with the exponential

extrapolation with slight modifications. The fully-

implicit sct,eme for Eq. (48a) that we would really

like to solve, analogous to Eq. (53), is

—

& @+l- ~j)
e‘At (S+F)euAt

for each group

(56)

i=l, 2, .... IT. (54)

●

..
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but again an undesired iteration would be required

to invert S+F-L. The fine-mesh rebalance technique

developed above can again be applied to Eq. (56) to

yield the same Eq. (54) for the rebalance factors,

. provided the effective absorption is defined

MM
‘+

‘i = (ut+~+~-u:,g+g- Xpeg‘Ufg)~ ‘m(vi-kj Vi-~ +vi.@fi Yi+b)

m=l

and the rebalance source

(57a)

(57b)

It has been observed 14 in steady-state

calculations that fine-mesh rebalance may have a de-

stabilizing effect on convergence of the inner it-

erations, although this is much less likely with a

discontinuous spatial difference scheme. It is

possible that this destabilizing effect would also

appear in the time-dependent calculation by TIMEX,

although this has not been observed in test

calculations.

c. Outer Rebalance

In the within-group fine-mesh rebalance of

the preceding section, the flows (FL and FR) and

the absorption (AB) are computed with fluxes at the

j + 1st time step. However, for the sources (QQ),

the in-scattering source and fission source to group

g from groups h > g are computed with fluxes from

the jth ttie step as indicated by Eq. (19). A more

accurate procedure would be to recompute the fine-

mesh rebalance factors for each group at the end of

the group sweep when the fluxes for all groups at

the j + 1st time point have been computed. This

would require recomputing the flows, sources, and

absorption on the fine mesh for each group. A far

easier procedure, less accurate, is to compute a

single system rebalance factor for all groups. The

single equation for this outer rebalance factor is

.
obtained from multiplying the fluxes in Eq. (16a)

by the rebalance factor and summing over all groups

and integrating over the spatial and angular vari-

ables. The outer rebalance factor is then given by

ORSOR
ORFAcT = ORLEAX + ORABS “

(58)

The outer rebalance source is

ORSOR =

where ~? is
~g

Xz[ 1(&-:)@;gVi+Q;;l “i

ig

i- Dz 1 Cj v.
kkl’

(59a)

ki

the scslar flux in the i
th

mesh cell

for group g at the jth time step, V< the ith mesh-.
j+l the ifiomogeneous distributed

cell volume and Q.
W!

source. The outer rebalance leakage is the total

leakage for all groups from the system, given by

The outer rebalance absorption is given by

0RA8S= Zx[ ‘+&+Fia I- (l-mvuf J& vi,
a .

gi
(59C)

where ua is the effective absorption for group g

u =o-
t x CT” + Buckling absorption.

a S,g+l
h

For the case in which the exponential extrapolation

is not applied, the appropriate terms of Eq. (59)

are obtained by setting CO+ = O.
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6. First-Collision Source

In some transport problems the exact flux

at an instant of time involves Dirac delta func-

tions. For example, such functions are obtained for

an instantaneous point burst of neutrons at time

zero. The accurate prediction of such irregular

functions is quite difficult with standard finite

difference methods, so that exceedingly fine meshes

are required. To circumvent this difficulty, a

first-collision source option is provided in the

TIMEX code. This option is restricted to the treat-

ment of instantaneous sources located at the origin

of the coordinate system, that is, point sources in

spherical geometry, line sources in cylindrical geom-

etry, and plane sources in slab geometry. The angu-

lar dependence of the source neutrons is assumed to

be given by 6(1.I-1)in all three geometries, so that

in each case the neutrons are assumed to stream di-

rectly away from the origin.

If the first-collision source option is

specified, the neutron flux is considered as the sum

of two terms, the flux due to neutrons that have

suffered no collisions (the uncollided flux) and the

flux due to neutrons that have suffered one or more

collisions (the collided flux). We define the two

functions ~u and @c to be the uncollided and col-

lided fluxes, respectively, so that the total flux

ti is given by @ = ~u + ~c. These two functions are

assumed to obey the two equations

and

(60a)

(60b)

where Qu(r,~,t) is the delta function inhomogeneous

source at the origin. Equation (60) is easy to

solve analytically for vu because there are no scat-

tering sources. When vu has been obtained, Eq. (60)

can be solved with the difference methods derived in

Sec. 11.C. We note that the sum of Eqs. (60a) and

(60b) gives the full transport equation for the

complete angular flux.

The rationale for splitting the angular

flux into collided and uncollided components is that

the function Qc is smoother than ~ . Because we are
u

solving Eq. (60a) by analytic methods, a nonsmooth

solution does not cause concern. All errors in the

calculation are introduced in the solution of Eq.

(60b) for the collided flux. Because Oc is smooth,

these errors will be smaller than those involved .

in the direct solution of the full transport equa-

tion by Difference methods.

The analytic uncollided fluxes due to the

sources mentioned above are presented in Table VI

for a single group of neutrons with speed v. In

the following we deal exclusively with a single

energy group; all groups are treated in the same

manner.

The quantities N~ shown in Table VI for

slabs, cylinders, and spheres are the total number

of source neutrons emitted per unit area, the total

number of neutrons per unit length, and the total

number of neutrons, respectively.

To calculate the source in Eq. (60b) due

to the uncollided flux, we need the spherical har-

monic moments of the uncollided flux. In slab and

spherical geometry these moments are given by

Because vu involves the delta function 6(1 - p),

and because Pfl(l) = 1.0 for all the Legendre poly-

nomials, all of the above moments are identical.

In cylindrical geometry, the angular contribution

of the uncollided source, 6(1 - p), is written as

6(~)c$(C) in the coordinates

(8) and (9), the moments of

$U,n(r,t)=Pn(o) Vu(r,t)

and

of Fig. 2. From Eqs.

the uncollided flux are

(n (r,t)== PL(0)jJ(r,t),
n u

(61a)

(61b)

where ~u(r,t) is the spatial and time-dependent

fraction of the uncollided flux in Table VI. These

coefficients of the uncollided flux moments may

easily be computed using the relation

P:(o) = ~
2m m!

and the recursion

.“

.
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TABLE VI

ANALYTIC UNCOLLIDED FLUX

. For

the

Geometry

Plane

Cylindrical

Spherical

Source: Cq(r,!,t) Uncollided Flux: $n(r, t)6(l - p)

-~~u(r’)dr’

No6(r)&(l - p)d(t) No e fi(t -$)6(1- p)

Nod(r)fi(l - p)6(t)

Zlrr

No6(r)6(t)6(l - p)

P:+l(o) = -
(n-l-m)

(n-m+l) ‘~-l(o)”

41TrL

-~~(r’)dr’

No e Ci(t - :)6(1 - p)

2Tr

(u = totalCross Section)

-~~(r’)dr’ *(t

Noe -:)6(1 -p)
-.

the two-angle plane geometry option of TIMEX,

problem is Identical to the standard plane geom-

etry due to the azimuthal symmetry of the uncollided

source. In all geometries, only the spatial and

time-dependent fraction (average) is computed (in

subroutine UNCOLL) and added to all the moments of

the flux, weighting by the coefficients of Eq. (61)

in cylindrical geometry.

The uncollided flux is a delta function

moving through the system and may not be simply

added to the collided flux in the discretized space.

Instead, the uncollided flux is smeared out over the

discretized space by taking a space-time average.

For the ith mesh cell and the jth time interval, we

utilize the averaged uncollided flux

(62)

4mL

I
o X<o

u(x) = .

1 X20

When the integration over this square wave function

is performed in Eq. (63), the average uncollided

flux becomes

No
-~~o(r’)dr’

-j
[ 1-o(ri)(bj-aj)

4U,i = ViAta(ri) e
l-e

(64a)

fo~ O(ri) + O, or for the case of a void

@ =&(bj-aj).
u,i

i

The integration limits in Eq. (64) are given by

aj = max(ri_%, vtj)

and

(64b)

Inserting the expression for ~u(r,t) for the appro-

.. priate geometry into Eq. (62), we obtain

-j
$
‘i= +/i+’ ‘r/j+At ‘t “>(r’)dr”(t - ‘) = *C ‘r ‘J:”(r’)dr’ [U(r - ‘tj) - ‘(r - ‘tj - ‘At]

i-+ j
(63)

where U(x) is the step function defined by b. = min(r. + vAt),
J L+*’ v ‘j
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provided the intervals (vtj, vtj + vAt) and

(ri-+, ri+% ) are not disjoint. If these intervals

are disjoint, then the uncollided flux is zero in

.th
the ith mesh cell during the J time step so that

$:,i =~a

The averaged uncollided flux is computed

in TIMEX from Eq. (64) for each energy group. There

is no coupling between energy groups since there are

no scattering terms on Eq. (60a) for the uncollided

flux. These averaged uncollided fluxes are then

added to all moments of the collided fluxes. This

total flux is then used in the algorithms to gener-

ate the scattering and fission sources in Eq. (60b).

The TIMEX user is allowed to print and

perform activity edits at the end of the jth time

step. The uncollided flux o
j+l

to be added to the
U,i

collided flux is obtained by taking the limit of

Eq. (64) as At + O to obtain

Nov -
j: ‘j+la(r,)dr,

4j+l _
u,i vi e . (65)

This uncollided flux is added only in the spatial

mesh cell containing the radial point r = v t.
J+l”

7. Moving Boundaries

The TIMEX user is permitted to enter new

system properties (cross sections, coarse-mesh

boundaries, densities, etc.) at the beginning of

each time zone. Most of these options present no

special difficulty for the code. However, if the

user wishes to move the coarse-mesh boundaries at

the start of a time zone, then the TIMEX code must

interpolate the old fluxes onto the new mesh. There

are a variety of ways to perform this interpolation.

TIMEX uses the simplest method possible that guaran-

tees conservation of neutrons.

If the moving boundary option is used,

the coarse-mesh boundaries are assumed to move in-

stantaneously from their previous positions to the

new positions. The code requires that the outer

(right-hand) boundary remain fixed throughout the

computation (the left-hand boundary is always fixed

at 0.0). This eliminates the necessity of an extra-

polation onto the new meeh at the outer boundary.

This restriction may be easily circumvented by plac-

ing a large fictitious vacuous region as the outer-

most coarse-mesh zone. For the interpolation

algor:

22

thin, the angular flux in each fine-mesh cell

is assumed to

cell-centered

ith mesh cell

4:~,m = ~new
‘i

be represented by a single value, the

value. The new angular flux in the

in the mth direction is computed from

new
r.
p1+%

/“ ~~ld(r) dV.

new

.

(66)

‘i-%

The integral is a volume integral and the old angu-

~ld(r), is construed as a series of steplar flux, ~

functions for each of the old fine-mesh cells. Note

that this interpolation procedure destroys the slope

(or tilt) of the angular flux in each mesh cell.

111,AGUIDETO USER APPLICATION
In this section we provide information needed

by the user to understand TIMEX options and to pre-

pare input for the code.

A. Overall program F1OW .

A schematic flow chart for TIMEX is given in

Fig. 9. The subroutine names in which that compu-

tation ia performed are indicated beside each block.

B. Details of Program Options

1. Croaa Sections

a. Input Formats

The TIMEX program accepts cross sections

either from the standard file ISOTXS,
3 in ~lDo ~or_

4
mat , or in the standard Los Alsmos format as de-

scribed in this section. In upscattering problems,

the program does not need the special oUP cross

section which is required in earlier Los Alamos
10

programs. In TIMEX, it is assumed that Uup is

NOT present, butuup is automatically removed from

the card input cross-section sets if the user tags

the input number IHS with a minus sign. Note that

this is the opposite procedure for removal of Uup

from that used in other LASL transport codes.
11,15

Cross sections read with the FIDO format may not

contain #P .

The Los Alamos cross-section format assumes

that each nuclide is described by a block of cross

sections of IHM rows for IGM group columns. The

row position of cross sections is specified rela-

tive to the total cross section, at (row IHT), and

within-group scattering cross section, u
S,@g’

(row IHS). It is assumed that the row order of the

cross sections is as follows:

.

.-
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Fig. 9. Simplified logical flow diagram for TIMEX.
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u
S ,g–M+g

In this format, group g+l corresponds to

a grouP of lower energy than group g. The symbol

u denotes the scattering tranafer probability
s ,g- 2+g

from group g-2 to group g. The format allowa N

groups of upscatter and M groups of downscatter;

i.e., the scattering matrix need not be square.

However, all cross-section blocks must have the

same values of IHM, IHS, and IHT. The fission

cross section, u f, times the mean number of neutrons

per fission, V, must be located in row IHT-1, and

the absorption cross section IJ must be entered in
a

row IHT-2. The transport cross section, Utr, must

be entered in position IHT-3 if the transverse

buckling correction is to be made using Utr rather

than Ut as detailed in Sec. 111.B.2.c. The (n,2n)

scattering cross section, U must be entered in
n.2n’

position IHT-4 if the scattering matrix is used to

repreSent (n,2n) reactions, as detailed in sec. ml.

B.1.g. The user is free to enter additional cross

sections at the top of the format. These extra

cross sections are not used in the calculation, but
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are used for reaction-rate computations in the flux

edita.

b. Cross-Section Mixing

The user is free in TIMEX to enter macro-

scopic cross sections and bypass the mixing algo-

rithms; specification of the input value MS = O is

all that is required for this. If MS # O, the user

must provide three setsof MS numbers which are stored

in the vectors MIXNUM, MIXCOM, and MIXDEN. These

numbers

ipulate

are used in the following algorithm to man-

cross-sections blocks:

Do 315 M=l,MS

N = MIXNOM(M)

L = MIXCOM(M)

AD = MIXDEN(M)

Do 315 I=l,IHM

IF(L.EQ.0) CO TO 310

C(I,N) = C(I,N) + AD*C(I,L)

CO TO 315

310 C(I,N) = &C(I,N)

315 CONTINUE

In this algorithm, cross-section block N is created

or altered by adding multiples of block L or by

multiplying the block N by a factor. Let us con-

sider some examples.

Suppose we have entered 45 cross-section

blocks as input. Then any mixtures that are made

must be given block numbers higher * than 45. sup-

pose we enter:

MIXNUM
(N)

46

46

46

47

47

47

47

48

48

48

MIXCOM

(L)

o

1

20

0

2

3

0

0

15

14

MIXOEN
(AD)

0.0

0.0478

0.0333

0.0

0.75

0.25

0.1179

0.0

0.0049

0.0078

*
To preserve the input values. If these need not
be saved, mixtures can be created in lower block

numbers.

24

For this example we have MS = 10 instructions. In

the first three instructions, block 46 is cleared

(act to zero) and then made up of 0.0478 parts of

block 1 and 0.0333 parts of block 20. If blocks 1
*

and 20 are microscopic cross sections in barns, then

0.0333 and 0.478 times 10
24

are the atomic densities.

In the second set of instructions, block 47 is cleared :

and then made up of 0.1179 times the result of add-

ing three-fourths of block 2 to one-fourth of block

3. In the next set of instructions, block 48 is

cleared and made up of portions of blocks 15 and 14.

It should be clear that there are many possibilities

not covered in this example, but by examining the

FORTRAN instructions above the user should be able

to prepare his own set of mixture instructions.

c. Aniaotropic Cross Sections

In the TIMEX program it ia assumed that

the scattering transfer probability can be repre-

sented by a finite Legendre polynomial expansion;

i.e.,

ISCT

a (E’ + E,uo) =
z

2n+l
~ pn(L@Sn(E’ + E), (67)

s
n= O

where ISCT is an input control integer. Thus if

ISCT > 0, additional blocks of scattering transfer

cross sections must be entered for those nuclides

for which anisotropic scattering sources are to be

computed. Note that the anisotropic scattering

blOcks do NOT contain the (2n+l) factor as in some_

4
transport codes. Should the cross-section blocks

contain this factor, they may easily be removed via

the mixing tables. In these blocks, the rows 1

s,~h (the energy aver-through lHT are zero, and On

age of Un(ET + E) in groupsg and h is entered as
s

for the isotropic component of the cross section.

It is assumed in TIMEX that blocks of anisotropic

cross sections which are used in the calculation

have block numbers in ascending sequence, starting

with the isotropic cross-section block. For example,

suppose that block 50 is the isotropic cross-section

block for hydrogen and that ISCT = 3. Then, block

51 must be U: for hydrogen, block 52 must be cl:, and

block 53 must be o;. If a material is made by mix-

ing two anisotropic scatterers, then the aniaotropic

blocks must also be mixed with the same densities to

form anisotropic blocks for the material. In each

zone in which aniaotropic scattering sources are

..

. .



.

computed the number of anisotropic scattering blocks

must be the same, namely ISCT.

d. Adjoint Cross Sections

In adjoint calculations, cross sections
,

are entered just as for a direct Calculation. The

program then transposes the scattering matrices and,

because this usually changes a downscattering prob-

lem to an upscattering problem, reverses the group

order of the blocks. Further, the effective ab-

sorption in an

related to o
a“

is normally

But

the

(Ua)eff =

adjoint Calculation is not simply

That is, the effective absorption

(68a)

all h

when the scattering matrix has been transposed,

effective absorption is

(Ua)eff =clt- X 0°
s,h+g-

all h

(68b)

e. Cross-Section Checking

As input cross sections are processed in

subroutine CSPREP, the effective absorption of Eq.

(68a)is computed and compared to the input value of

u If the relative difference between the input
a-

total cross section and the computed total cross

section exceeds 10-4 an error message is prfnted.

However, the computation will proceed normally us-

ing the input absorption cross section with no at-

tempt being made to correct this inconsistency.

f. Fission Fractions

The TIMEX user may specify the prompt

fission fractions as either a spectrum (x : the
g

probability of a fission in ~ group releasing a

neutron in group g) or a matrix (X
h+g

: the probabil-

ity of a fission in group h releasing a prompt neu-

tron in group g). These fission fractions may also

be coarse-mesh-dependent. The fission fractions

must be normalized to X x = 1 or Z Xh+g = 1. This
gg

g
normalization is not checked by TT.MSX and any lack

of normalization will be reflected proportionally

in the k of the system.
eff

The fission fractions are specified by

the input parameter IFLSS:

IFISS -

1 A single fission spectrum for the entire
system

2 A fission spectrum for each of the-IM
coarse-mesh regions

3 A single fission matrix for the entire
system

4 A fission matrix for each of the

mesh regions.

For coarse-mesh-dependent fission spectra

the fission fractions are ordered as:

IM coarse-

IFISS=2),

[xl . . . xlmli=l . . . . . . . . . . [X1 ... x1GMli=w3

and loaded as a single block. For coarse-mesh-de-

pendent fission matrices (IFISS=4), the fission

fractions are ordered as:

[ [X1*l. ..xlGM+lli=l. . . [Xl+l .--xlG~l]i=lM

1[X1+lGM...‘ICM+IGM]i=l ...[X l+IGM ..”xIGM+I~]i.~-

and each row is loaded as a single block.

& . (n,2n) Reactions

The TIMSX user may utilize the scattering

matrices to represent (n2,n) reactions by flaggin~

the input parameter IHT negative.
lf ‘(n,2n)h+g ‘s

the reaction cross section for a neutron in group h

releasing two neutrons in group g, then 2 * a— (n,2n)h+g
must be entered as the scattering transfer matrix,

u
s,h+g’

in order to obtain the proper neutron multi-

plication in Lhe scattering computation by TIMEX.

The total (n,2n) reaction cross section

u=
n,2n z ‘(n,2n)h+g ‘

g

must then be entered in cross section position IHNN

= IHT - 4. This cross section ia then used to cor–

rect the group sum of the outscatter term in the

system balance tables.

If IHT is not flagged negative, TIMEX—

asaumes no (n,2n) reactions are present and cross

section position IHNN may be used for any other

cross section to be used in the reaction-rate com-

putations in the flux edits.

h. Fine-Mesh Density Factors

The TIMEX user has the option of specify-

ing fine-mesh density factors to describe a pointwise
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spatial variation of the macroscopic cross sections.

Thus , the macroscopic cross section is multiplied

by DEN(I) whenever the cross section is required in

mesh cell I. These density factors are very useful

in problems such as air transport calculations where

a single material is present but with a continuously

varying spatial density.

i. Delayed Neutron Parameters

If the delayed neutron option is selected

(IGD>O), the TIMEX code requires the parameters:

!3k -

‘k -

X;,g -

the delayed neutron fraction (the frac-
tion of the fission neutrons appearing

from decay of the kth delayed neutron
precursor)

the decay constant (usually

sions of see-l) for the kth
neutron precursor group

the delayed neutron fission
(the probability of a decay
precursor group releasing a
the gth energy group).

in dimen-
delayed

spectra
in the kth
neutron in

The user may alao enter the initial delayed neutron

precursor concentrations as described in Sec. III.

B.6. TIMEX calculates the total delayed neutron

fraction 8 = ~~k and requires nomlization of
k

the

The

ent

delayed fission spectra to

L‘d
Xk,g = 1.

g
above delayed parameters are coarse–mesh-depend–

if the prompt fission fractions are coarse-mesh-

dependent (IFISS=2 or 4 so that KM=IM, the number

of coarse-mesh intervals). The decay constants and

delay fractions are each loaded as a single block

in the order:

and

‘l.”””AIM]k=l ““” ‘Al ““” ‘IM]k=IGD

[f31 . . . Qk=l . . . [Bl . . . BIMlk=lGD.

The delayed neutron fission spectra are loaded as

a single block in the order:

[(X:,l), ... (x&l...[(x;GD,J, ... (X;GD,l)lMI . . .

[(x;i2)> . . . (x;,2)ml. ..[(x&), . . . (x;m,2)ml . . .

For the case in which the prompt fission fractions

are not coarse-mesh-dependent (IFISS=l or 3 so that

XM=l), the TM entries in the above brackets, [],

reduce to one entry.

2. Geometry and Boundary Condition Specifica-
tions

a. Spatial Mesh

To specify the spatial domain of the problem,

the user supplies IM+l coarse-mesh boundaries (de-

fining IM intervals). Except for the first radius

in cylindrical or spherical geometries, this set

need not begin at 0.0, but must form a monotone in-

creasing sequence. The user also supplies IM in–

tegers which indicate how many fine-mesh intervals

are in each coarse-mesh interval. The fine-mesh

spacing is uniform between the coarse–mesh bound-

aries. This results in a total of IT fine-mesh in-

tervals, indexed from left to right. Finally, the

user specifies the boundary condition on the left

and right boundaries.

The coarse-mesh boundaries define IM zones.

The user must supply a number for each of these

zones (IDC array) to designate which cross-section

block belongs in the zone. That is, the material

mesh is identical to the coarse mesh. If anisotropic

scattering is desired in any zone, the block number

for that zone is flagg ed negat%ve, otherwise the

scattering is computed as isotropic. This indicates

that the next ISCT blocks in numerical sequence con-

tain the anisotropic scattering cross sections for

this zone. The scattering will be computed as iso-

tropic if ISCT > 0 and IDC is not flagged negative

or if ISCT = O (regardless of the sign on IDC).

All of the above information is converted

by subroutine MAPPER into a pictorial description

of the system.

b. Boundary Conditions

The TIMEX user must select one of the

following five boundary conditions for each of the

system boundaries:

. Vacuum boundary condition -- the angular

flux on the boundary is set to zero for all

incoming directions.

,

.

.-

.-

hx:,lm), ... (X;,lGM)lM1 ... [X;GD,lGM), ... (X;GD,lGM)lMI .
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● Reflective boundary condition -- the incoming

angular flux on the boundary ia set equal to

the outgoing flux in the direction correspond-

ing to specular reflection.

.
● Periodic boundary condition -- the incoming

angular flux on the boundary is set equal to

outgoing flux in the same direction on the

opposite boundary.

● White boundary condition -- the incoming ang-

ular flux on the boundary is set equal to the

single value such that the net flow through

the boundary is zero, namely:

~wmlJm$(lJ)m outgoing

4incoming(um’)= m zwm U ‘
m

m

where the sums range over all outgoing direc-

tions. This condition is used primarily for

cell calculations in cylindrical and spher-

ical geometry where it is applied to the outer

radial boundary.

● Albedo boundary condition -- the Incoming ang-

ular flux on the boundary is set equal to a

user-supplied albedo times the outgoing flux

in the direction corresponding to specular

reflection.

Use of reflective or albedo boundary con-

ditions requires the SN quadrature set to be sym-

metric about p = O.

c. Buckling Absorption

Leakage from the transverse dimensions of

a multidimensional system may be simulated by a

user-specified buckling height and width (for plane

geometry only). These buckling dimensions must be

in units consistent with the cross sections (in cm

if cross sections are in cm-l). If diffusion theory

is assumed adequate then the flux shape in the

transverse direction z is of the form cos mzfi, so

that the flux vanishes at the extrapolated half-

heights + ~/2. If this assumption is substituted

into the multidimensional form of the transport

equation, Eq. (l), then the transverse leakage ap-

pears as a buckling absorption cross section of the

fom

2

‘a, BHT ‘j ‘o * BHT ~ 1.4209) ,

where u is the total cross section, BHT is the act-

ual buckling transverse dimension (height or width),

and 1.4209/o is twice the Milne problem extrapola-

tion distance. If the input buckling height (BHGT)

is flagg ed negative, then the transport cross sec-

tion, 0tr, is assumed to be in cross section posi-

tion IHTR = IHT – 3. The extrapolation distance of

1.4209/otr is then used so that the buckling absorp-

tion is

2

aa, BHT = ~ ‘U * BHT +TI.4209 u/atr) “

The buckling absorption is added to both

the total cross section (CT) and absorption cross

section (CA) arrays in subroutine INITAL. Conse-

quently, the absorption in the output coarse-mesh

balance table also contains this buckling absorp-

tion. The activities computed in the flux edits do

not contain this bucklfng absorption.

If BHGT is not flagged negative, then Utr—

is assumed to not be present and cross section—

position IHTR may be used for any other cross sec-

tion to be used in reaction-rate computations in

the flux edits.

3. Angular Quadrature Coefficient Specifica-

tions

The TIMEX user has the option of obtain-

ing the angular quadrature coefficients from inter-

face file ISNCON,
3

one of two built–in sets of sub-

routine SNCON, or from card input. The input param-

eter IQUAD specifies the source of these coeffici–

ents. The number of quadrature coefficients (MM)

is determined from the input SN order parameter ISN

and the geometry type specification (IGEOM) as

ml \

ISN for Diane and spherical geometry

ISN*(ISN+2)/4 for cylindrical geometry
= (IGEOM=2),”or

IISN*(ISN+2) for two-angle plane geometry
(IGEOM=4).

The built-in constants are either the PN

(Gaussian) quadrature constants for: S2, S4, S6,

‘8’ ’12’ ’16’ ’20’ ’32’ ‘r ’48; ‘r ‘he ‘PN ‘dOuble

Gaussian) quadrature constants for: S4 ‘ ‘8’ ’12’

S16, ’24’ s32’ ‘40’,s48’ ’64’ ‘r ’96” ‘or ‘ost

problems, the PN set is the recommended set. How–

ever, for thin-slab problems in which the angular

representation of the leakage flux is important,

use of the DPN quadrature set is recommended.
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For problems with anisotropic scattering,

it is important that the SN order be chosen suffic-

iently large such that the spherical harmonic poly-

nomials are correctly integrated. Otherwise, the

numerical quadrature error may introduce a nonphys-

ical contribution to the neutron balance.

For user input SN constants, it is neces-

sary that they be correctly ordered as illustrated

in Sec. 11.B.3. In addition, if the sums 1 -
Z“.,

and ~Pm, and ~ Wm Pm are greater than IC)-~ an
m m

error message is printed.

4. Source Options

The TIMEX user may specify an anisotropic

distributed source and the boundary flux ateither

boundary of the system. The inhomogeneous distri-

buted source must be represented by a

ical harmonic expansion of the form

NMo

Q(r,Q) = z (2n-1) Rn(~) ~(r),

n.1

where the energy group index has been

standard plane or spherical geometry,

of the source are

/

1

Qn(r) =+ dU Pn(p) Q(r,v),

-1

finite spher-

(69)

omitted. For

the moments

(70)

and for cylindrical and two-angle plane geometry

source iaspecified for the MM/2 incoming directions

in the same order as the SN quadrature ordinates as

illustrated in Sec. 11.B.3.

5. Source Input Options

If a distributed source of anisotropy IQAN ,

is designated, then

IQAN+l for plane and spherical geometry, or

(IQAN+2)2/4 for cylindrical geometry, or

(IQAM+1)2 for two-angle plane geometry

components (spherical harmonic moments) of the

source must be entered for each group in the order

listed in Tables 111 and IV. The complete dimen-

sions of the inhomogeneous distributed source for

a single group are Q(NMQ,2,1T). Appropriate choice

of the source input parameter IQOPT will reduce the

amount of input required as specified below.

Boundary sources may also be specified by

setting the input boundary source triggers IQL=l

andlor IQR=l for the left and/or right boundary

sources, respectively. This requires the input of

the boundary sources for all NM/2 incoming direc-

tions and for each group. For IQOPT positive or

zero, the complete boundary sources at each direc-

tion for each group are required input. For IQOPT

negative, the energy spectra of the boundary sources

are assumed isotropic in angle.

The ordering of the source Input is:

1. Distributed sources (if any); for all

groups of an anisotropic order; for all

and

~(r) = ~- [dCf@p~(C)l~~~lQ(r,C,O), (72)

as defined in a similar fashion for the flux moments orders of source anisotropy, then

in Sec. 11.A.2. The anisotropic source components 2. Left boundary sources (if any), right

are entered in the order indicated in Tables 111 and boundary sources (if any); for all groups.

Iv. One can imagine the sources

When the anisotropic distributed source lowing FORTRAN statements:

option is used, the order of anisotropic scattering,

ISCT, must be at least as large as IQAN so that the DO 10 N=l ,NMQ

requisite number of spherical harmonics, Rn(g), is Do 10 G=l ,IGM

to be read by the fol-

computed.

The TIMEX user is

the incoming flux on either
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10 READ ((QG(N,K,I),K=1,2),I=1,TT)

also allowed to specify Do 12 G=l ,IGM

boundary. This boundary READ (QLG(M),M=l,MM/2)

12 READ (QRG(M),M=l,MM/2) .

s
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The IQOPT parameters available to the

user are:

11.D.6. The

assumed zero
initial angular flux is
throughout the.system.

6 The initial angular flux is read from
the special NTIMEX file created by the

f3NETRAN code.QE!QQ?l.
6 0

*1

Zero distributed source (no input).

Energy spectrum for the distributed

source: EQ(IGM). One spectrum for each

NMQ components.

The source of the initial precursor con-

centration distributions is determined by the input

integer IPCOPT. The IPCOPT options available to

the TIMEX user are:

*2 Flat distributed source on tbe fine mesh:

Q(IT). One distribution for each group
and each NMQ components.

*3 Linear distributed source otI the fine
mesh: Q(2,1T). The first subscript is

the left edge and the right edge sources,
respectively. One distribution for each

group and for each NMQ components.

IPCOPT .- ----- .

0 Zero initial concentration, no input

required.

1 Equilibrium initial concentration, no

inuut reouired.A single energy spectrum for the distri-

buted-source:-EQ(~GM), followed by a .
single linear distributed source on the

2 Card input of initial concentrations on
the fine mesh: PC(2,1T). A distribution

is entered for each of IGD delayed neu-
tron groups.

7. FIUX Dumps and Restart Procedures

If the problem being run requires a con–

siderable amount af computer time, it is advisable

to dump core occasionally onto an external file so

that the problem may be restarted at a selected

time step. This option has been included in the

TIMEX code. The reading and writing of the dump

files are performed in subroutine DUMPER.

There are two types of dumps wrttten by

TIMEX: periodic dumps and time-limit dumps, The

user may request a periodic dump at regular inter-

vals in each time zoue by appropriate specification

of the input parameter NSPD (~umber of time steps

per &ump). TIMEX will then take a dump at every

NSPD time steps. In addition, a periodic dump is

taken every DUKPT seconds where DUMPT (currently

15 min ) is a program variable set in the main pro-

gram segment to meet particular computing installa-

tion requirements. A time-limit dump is taken after

a user input-specified time limit (ITLIM). An out-

put print is made identifying each time-step index

at which a dump was taken. The dump for each time

step is written successively on the dump file. At

the end of each problem execution, an end-of-file

is written on the dump file and a rewind performed.

Thus if several problems are stacked together in

the input stream, only the dumps for the laat prob-

lem will remain on the dump file.

The TIMEX problem may be restarted at any

of the time steps for which a dump was taken by
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fine mesh: Q(2,TT). The distributed
source is formed by the product of the
energy spectrum and the fine-mesh spatial
distribution. One spectrum and one spa-
tial distribution for each NMQ components.

5 Input of both distributed and boundary
sources from standard interface file
FIXSRC mounted on unit IFIXSR.

.

6. Initial Condition Specification

The initial conditions for a TTKEX prob-

that must be specified are the angular flux1em

u(r,E,~,t=O) and the precursor concentrations

Ck(r,t=O), k = 1, 2, .... IGD. The reading of

these distributions from card input is performed in

subroutine READF.

The source and form of the initial angu-

lar flux are determined by the input integer ISTART.

The ISTART options available to the TIMEX user are:

ISTART

o

1

Zero initial flux, no input required.

Cell-centered isotropic angular flux on
the fine mesh: F(IT). One distribution

is entered from carda for each of IGM
energy groups.

2 Complete angular flux on the fine mesh:
F(2,1T). One distribution is entered
from cards for each of MM angles. A set
of MM distributions is entered for each
of IGM energy groups.

+3 A problem restart dump is read from unit
NDMP1 . See Sec. ITI.B.7.

.!4 The initial angular flux is read from

standard interface file RAFLUX or AAFLUX
mounted on unit IAFLUX.

5 Energy spectrum for the first collision
source: UFS(IGM). The first collision
source is computed as described in Sec.



specifying the input parameter ISTART=f 3 and the

desired time-step index ITN. In addition, the input

parameter IACC may be changed at restart.

When a restart from dump is requested, the

dumps for previous time steps are skipped until the

dump for time step ITN is reached. The small and

large cores are then restored to their contents at

that time step. All further dumps taken are then

written in succession on the same file following the

restart dsta for the ITN time step. Old data fol-

lowing this time step will be obliterated by the new

data. If it is suspected that the restart file is

approaching capacity, then flagging ISTART=-3 will

cause this file to be rewound after the ITNth time -

step core contents are restored and before new dumps

are taken so that all of the old dump data are

obliterated.

To restart a problem, the first card (only)

of the input control integers is read (following the

job title cards) containing the following control

parameters:

ITN : time–step index at which problem
is restarted,

IAcc: changed value of the time-step
acceleration option, and

ISTART : =+3, trigger to indicate problem
restart.

This first integer control card is read on a (216,

36X,16) format. No other control integer cards or

additional problem specification arrays are read.

The large and small core contents are restored, new

time-zone control input ia read from the input

stream, and problem execution resumed.

8. Adjoint Computations

The TIM31X program solvea the adjoint trans-

port equation by transposing the matrices of scat-

tering coefficients and inverting the group order

of the problem. The solution of the resulting prob-

lem in direction ~ is then identified with the solu-
16tion of the adjoint equation in direction ‘fi.

The inversion of the group order is made

because the transposition of the scattering matrices

usually converts a downscattering problem to an up-

scattering problai. B=cause of the inversion, the

user must:

(a) Enter any inhomogeneous sources, includ-
ing boundary fluxes, in inverse group
order,

(b) Enter initial flux in inverse group

order, and

(c) Remember that any output is in inverse
group order, i.e., that groups labeled 1,
2, .... are really groups IGM, IGM -1,

etc. Similarly, the output flux from an

adjoint problem must be inverted before
a

insertion into a direct problem. On the

other hand, an output flux from one ad–

joint problem ia in the proper group
order for use in another adjoint problem.

The group order of the group speeds and

the fission spectrum is inverted by the program.

Finally, the direct transport eq~ation

is an initial value problem starting at t=O and

proceeding forward in time to some final time, tf.

The adjoint transport equation is a final value

problem starting at a final time, tf, and proceed-
.-
1/

ing backwards in time to t=O. The TIMEX code

does not automatically perfom this reversal of the—

time variable. Thus the user must remember that

t
true

=t-t
f output

for adjoint problems.

9. Edit Options

The TIMEX user may perform the edit pro-

cessing at selected times throughout the calcula-

t+m by appropriate choice of the NSPP @umber of

time steps per printout) parameter as described in

Sec. III.B.1O. At each edit, various arrays may be

printed, a zone-edit performed, a film plot made,

and the scalar and angular flux standard interface

files written. The printing of the arrays at each

edit ia determined by the following print triggers:

Print Trigger Quantity Printed

XPl Delayed neutron precursor
concentrations

KP2 Zone edit

KP3 Angular flux

KP4 Exponential extrapolation
factors ui

KP5 Scalar flux and flux moments.

If the print trigger is set to zero, the correspond-

ing quantity will not be printed.

The zone edits, defined below, are used

to compute various activities over the system. If

zone edits are to be made, the initial input KP2

must be set to unity. The zone-edit input will

then be read with the initial input and copied to

,

.-

30



..

.

-.

the scratch unit NEDIT for repeated use throughout

the computation.

An edit zone is a collection of fine-mesh

internals which have the same zone number. The

* user defines a zone by entering a aet of IT numbers

(NEDZ array) which asaocfate with each interval on

the fine mesh a zone identification number (zone

id.). The intervals of an edit zone need not be

contiguous. For each group and zone, a table con-

taining the macroscopic activities (for cross sec-

tion positions 1 through IHT) is given. The macro-

scopic activity ~(g,IPOS) in zone k and group g

for cross section position IPOS is defined by

Ak(g,IPOS) =
E

C(g,IPOS,mi)@fVi for i E zone k,

i
(73)

where m. is the material id. (cross-sectinn block
1

identification number) for mesh cell i, C(g,IPOS,mi)

is the cross section for group g in position IPOS

‘or ‘aterial ‘i’ Vi is the mesh cell volume, and @i

ia the average flux in mesh cell i. TbUS Ak iS the

activity computed with the macroscopic cross section

actually used in the problem, summed over all mesh

cells in zone k.

For each zone edit, the TIMEX user ia pro-

vided the option of calculating constituent activi-

ties and microscopic activities for any material de–

aired. The constituent activity @g,IPOS) for

material j in zone k is defined by

~(g,IPOS) =x C(g,IPOS,mi)@iVi6jm for ic zone k.

i
i

(74)

Here 6 equals unity if material j equals material
jmi

mi, the mixture table density (MIXDEN) if material

jisa “constituent” of material m., and is zero
J

otherwise. A “constituent” means that material j

appears as an entry in the MIXNHM array with density

MIXDEN (see Sec. 111.B.l.b.) that is used to form

material mi. Thus , if material j is used to form a

material jr, which is used to form material m
i’

then material j is not a “constituent” of material—

m. within
1.

in zone k

this definition.

The microscopic activity for material j

is defined by

A&,IPos) =
z

C(g,IPOS,j)@iVi for i E zone k.

i (75)

Thus ~ would be the activity obtained in zone k if

material j were uniformly distributed throughout

the system, even though material j may not actually

have appeared in the problem cross sections.

The edit input parameters NCA and NMA

specify the number of constituent activities and

number of microscopic activities to be calculated.

The user must then enter NCA material i.d.’s for

the constituent activities and NMA material i.d.’s

for the microscopic activities.

To edit a material which is not actually

a part of the problem, the TIMEX user may add a

mixture instruction to the mixture tables; or, if

interested in only a few cross sections, he may add

these cross sections to other blocks in rows IHT-5,

IHT-6, etc.

Finally, following any constituent activ-

ities or microscopic activities, the zone edit pro–

vides the zone relative power density (group sum

of the zone volume integral of v x fission rate

divided by the zone volume), normalized to that of

a user-designated zone. The zone relative power

density (unnormalized) is defined by

~ ~ C(g,~T-l,m.)@ V. .

PDk =

i Xvi’ L1fOriczOnek. (76’

If the user selects zone zero (NORMZ=O), the normal-

ization is to the whole system power density. The

normalized zone power densities are all computed

relative to time t=O.

10. Time-Zone Control Parameters

TIMEX assumes that the time axis is di-

vided into a series of time zones, not necessarily

of equal length. Within each time zone all physical

parameters (cross sections, inhomogeneous sources,

dimensions, etc.) of the system are asaumed to be

constant. By specification of the appropriate

triggers (variables ITXS through ITDELY of Sec. 111.

D.Z.) in the initial input, the TTMEX user must in-

put new arrays describing the system properties at

each time zone. At the beginning of each time

zone, the user must enter the time–zone control

parameters described in Table VII.
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NSPP

NSPD

IFREQ

INDTS

TABLE VII

TIME-ZONE CONTROL PARAMETERS

Input
Parameter Remarks

NTs Number of time steps for the time
zone. For NTS=-1, TIMEX returna to

the input processing routine to read
the required new arrays describing
the system properties (cross sections,

inhomogeneous sources, coarse-mesh
boundaries, etc. ). For NTS=O, the
problem is terminated and processing
of the input data for the next prob-
lem (if any) is begun.

Number of time steps per printout.

Number of time steps per restart
dump. For NSPD=O, no restart dumps

are taken in the time zone.

Exponential extrapolation trigger.

For IFREQ=l, the exponential extra-

polation acceleration of Sec. IT..D.

5a. is used throughout the time
zone. For IFREQ=O, no exponential

extrapolation acceleration is used.

Group-dependent time-step trigger.
For INDTS=l, the group-dependent time
steps are used and specification of

the group-dependent time-step scale

factor array, IGTSFg, is required.
For INDTS=O, no group-dependent time
steps are used.

KP1
KP2
XP3
ICP4
KP5 I

DF,LTAT

Print triggers

111.B.9.

Time-step size

described in Sec.

for the time zone.

Each time zone is divided into one or more

time steps of equal size, the At of Sec. 11.B.2.

For problems in which the group speeds differ great-

ly in magnitude, TTMEX permits the use of group-

dependent time-step scale factor, IGTSF . The
g

group-dependent time step, (At)g, is related to

the time-zone step size by

(At)g = At/IGTSF .
g

When the group-dependent time-step option is used,

the scattering and fission source from other groups

[see Eq. (19)] is ~ recomputed at each group-

dependent time step, (At)g.

11. Movie Option

PLOTTR ,

NFILM.

32

The TIMEX code contains a subroutine

which plots the scalar flux on a film file

Subroutine PLOTTR calls 15 LASL film

plotting subroutinea. Numerous comment cards de-

scribing these system-dependent routines are placed

in the subroutine to facilitate the user’s conver-

sion of PLOTTR to the plotting software of his

installation.
*

The TIMEX user may specify (with the

IPLOT parameter) the plots to be on either a semi-

log or a linear scale. Furthermore, the plot may

be made at each edit processing or at specified

time steps. When the plots are made during the

edit processing (IPLOT=l or 2), PLOTTR automatically

chooses the abscissa range based on the maximum

and minimum values of the scalar flux at that point

in time. Thus , the abscissa range will vary from

one edit plot to the next.

TIMEX may be utilized to generate a movie

film of the scalar flux as a function of time by

requiring the plots to be made at specified time

steps (IpLoT=3 or 4). If this movie option is

selected, the user must enter the number of time

steps per movie plot (NSPNP) and the minimum and

maximum values of the scalar flux over the complete

time range. This implies that the user has pre-

viously run the problem at the desired time-step

size and ascertained the maximum and minimum scalar

flux values by scanning the edit output.

c. Data Input Rules

Except for the control parameters, cross sec-

tions, and edit parameters, all floating-point num-

bers and integers are read into TIMEX in special

formats by the LOAD subroutine. These formats are

[6(11,12,E9.4)] for reading floating-point numbers

and [6(11,12,19)] for integers. In each word of

both of these formats, the first integer field, 11,

designates the options listed below. The second in-

teger field, 12, controls the execution of the option,

and the remainder of the field, 19 or E9.4, is for the

input data. All data blocks read with these formats

must be ended with a 3 in the 11 field after the last

word of the block. The available options are given

in Table VIII. Five illustrations of the use of the

special formats are given below. These illustrate:

1-

2-

3-

lb–

Zero is repeated 47 times,

Zero is repeated 470 times,

Four interpolants are inserted between
0.0 and 5.0 giving six data numbers: 0.0,
1.0, 2.0, 3.0, 4.0, 5.0,

—

Four interpolsnts are inserted between 0.0
and 5.0, two between 5.0 and 7.0, and 7.0

is repeated 10 times, and

.

.-
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TABLE VIII

OPTIONS FOR SPECIAL READ FORMATS IN LOAD

Value of 11 Nature of Option

! O or blank No action.

1 Repeat data word in 9 field number
of times indicated in 12 field.

2 Place number of linear interpolants

indicated in 12 field between data
word in 9 field and data word in

5

9

next 9 fie.Ld. Not allowed for

integers.

Terminate reading of data block. A
3 must follow last data word of ali
blocks— .

Fill remainder of block with data
word in 9 field. This operation
must be followed by a terminate

(3).

Repeat data word in 9 field 10
times the value of the 12 fields.

Skip to the next data card.

5 - After reading O and 4 we skip to the next
card and read 7.

A special routine, WRITE, is used to print

some of the two- and three-dimensional arrays that

occur in the program. This routine can be used for

one-, two-, or three-dimensional arrays and has an

option for printing a portion of an array, e.g.,

the mixed cross-section blocks, if any.

1112

[

1 NN

1 47

54

24

24

D-

1112 1112 1112

4

LJA.L-..

WP4ElL u

WW&L.

WML?LLL

W!W ‘

5

u—

Description of Input Data

On the following pages the input data for

TIMEX are listed in exactly the order in which

they are entered on the code. The data are divided

into five categories: (1) job title cards, (2)

control integers on cards 1 through 4 and control

floating-point numbers on cards 5 and 6, (3) prob-

lem-dependent data on subsequent cards, (4) edit

input, and (5) time-zone control input.

1. Job Title Cards

The user begins by indicating on a card in an

16 format the number of title or job description

cards he wants to use. He then enters the descrip–

tive material on these cards which are read with an

18A4 format.

9. I,lput of Control Numbers

On cards 1 through 3, the user enters the fol-

lowing control integers which are read in a 1216

format and on cards 4 and 5 the following control

floating-point numbers in a 6E12.4 format:

Number of Name of

Word on Card Variable Comments

CONTROL LNTEGERS (l2I6)--------------------------------------------------------------------CWD 1

1 ITH 0/1 (direct/adjoint) type of calculation performed.

2 ISCT O/N (isotropic/Nth order anisotropic) order of scattering calculation. NM
spherical harmonics flux components are computed.

3 ISN SN angular quadrature order. Must be an even number.

4 IGM Number of energy groups.‘.

5 IM Number of coarse-mesh intervals.

6 IBL 0/1/2/3/4 (vacuum/reflective/periodic/white/albedo)

7 IBR 011121314 right boundary condition.

8 IGD Number of delayed neutron groups.

9 ISTART O/1/2/*3/4/5/6 angular flux initial condition. See

10 IQOPT O/~1/~2/~3/~4/5 inhomogeneous source input oPtion.

left boundary condition.

Sec. 111.B.6.

See Sec. 111.B.5.

11 IGEOM 1/2/3/4 (plane/cylindrical/spherical/two-angle plane) geometry option.

12 IQUAD l/2/k3 (built-in Pn/built-in DPn/+: card input, -: interface file) source of

SN quadrature constants w and p.
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CONTROL INTEGERS (l2I6)--------------------------------------------------------------------CA~ 2

1

2

3

4

5

6

7

8

9

10

11

12

MT

MTP

MCR

MS

IHT

IHS

IHM

IDEN

IQAN

IQL

IQR

IACC

Total number of materials (cross-section blocks including anisotropic cross
sections) in the problem.

Number of input material sets from interface file ISOTXS. CAUT ION: Each

material set from this field yields ISCT+l materials. See LMTP below.

Number of input materials from the code-dependent input file. If MCR is neg- 1

ative, each MCR material is read as a single block on the FIDO format, term-
inated by the FIDO terminator: T.

Number of mixture instructions. See Sec. 111.B.1.6 and items MIXNUM, MIXCOM,

MIXDEN below.

Row of total cross section in the cross-section format. If IHT is flagged

negative, then n,2n scattering is present in the scattering matrices and
cross section position IHT-4.

Row of within-group scattering cross section in the cross-section format.
For problems with upscattering (IHS>IHT+l), IHS must be flag ged negative if
@P is present in the cross-section table , and to be removed. Not applicable

for FIDO format input.

Total number of rows in the cross-section format.

0/1 (no/yea) space-dependent density factors.

O/N (isotropic/Nt~order anisotropic) order of source anisotropy. NMQ

spherical harmonics source components are required input. CAUTION: ISCT2.IQAN

is required.

O/l (no/yes) left boundary source.

0/1 (no/yes) right boundary source.

0/1/2 (no/within-group/within-group plus outer) rebalance option.

CONTROL INTEGERS(16,1X,511,16,611, 3I6)--------------------------------------------------------CA~ 3

1 IFISS 1/2/3/4 (fission spectrumfzone-dependent fission spectrum/fission matrix/

zone-dependen~ fission matrix) type of fission fractions.

2 KP 1 0/1 (no/yes) delayed neutron precursor print trigger.

KP2 0/1 (no/yes) zone edit option print triggers.

3

4

KP3

KP4

KP 5

IPLOT

11

12

13

14

15

16

5 ITLIM

6 IFO

7 IPCOPT

0/1 (noiyes) angular flux print trigger.

0/1 (no/yes) exponential extrapolation factor print trigger.

0/1 (no/yes) flux cOmpOnents print trigger.

0/1/2/3/4 (no/semi–log/linear/semi–log moviellinear movie) scalar flux plot-
ting option.

0/1 (no/yes) initial flux print suppression trigger.

0/1/2 (all/isotropic/none) time zone flux print trigger.

0/1/2 (all/mixed/none) cross-section print trigger.

0/1 (no/yes) time zone fission print trigger.

0/1/2/3 (all/unnormalized/normalized/none) source print trigger.

0/1 (no/yes) fine-mesh geometry table print suppression trigger.

O/N (none/N second) time limit.

0/1 (no/yes) interface file output trigger.

0/1/2 (zero/equilibrium/card input) initial precursor concentration option.

CONTROL INTEGERS(l2I6)-----------------------------------------------------------------------CARD 4

1 ITXS 0/1 (no/yes) load new cross-section blocks at each time zone.

2 ITQ 0/1 (no/yes) load new inhomogeneous sources at each time zone.

3 ITB 0/1 (no/yes) load new coarse–mesh boundaries at each time zone.

4 ITIDXS 0/1 (no/yes) load new cross-section identification array ai each time zone.

5 ITFISS 0/1 (no/yes) load new fission fractions at each time zone.

6 ITVEL 0/1 (no/yes) load new group speeds at each time zone.

. .
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7

8

9

10

c 11

CONTROL FLOATING

1

2

3

ITMIX 0/1 (no/yes) load new mixture tables at

ITDEN 0/1 (no/yes) load new fine-mesh density

each time zone.

factora at each time zone.

ITLBDO 0/1 (no/yea) load new left boundary group-albedos at each time zone.

ITRBDO 0/1 (no/yes) load new right boundary group-albedos at each time zone.

ITDELY 0/1 (no/yea) load new delayed neutron parameters at each time zone.

POINT DATA(6El2.6)--------------------------------------------------------CARD 5

NORM Normalization factor. If NORM#O, the total number of source particles (if

inhomogeneous sources are present) or the total number of prompt fission
particles (if inhomogeneous sources are not present) is normalized to this

number. No normalizations are performed~ NORM=O.O.

BHGT Buckling height (in cm if cross sections are in cm-1) . If BHGT is flagged

negative, the transport cross section in position IHT-3 is used for calcu–

lation of the buckling absorption.

BWTH Buckling width (plane geometry only).

MOVIE CONTROL DATA(I6,2El2.6)---------------------------------------------------------------C~ 6

Enter only for movie plots (IPLOT>2)

1 NSPMP Number of time steps per movie plot.

2 FMIN Minimum value of scalar flux over complete time range.

3 FMAx Maximum value of scalar flux over complete time range.

3. Problem-Dependent Data

In the input data listed below, all the

items are dimensionless except for the source, flux,

velociti~, mesh specifications, cross sections,

bucklings, and mixture densities. The dimensions

of these quantites are arbitrary in the following

sense. Macroscopic cross sections define a unit of

inverse length (usually cm-l but occasionally km-l)

in which the mesh boundary values are measured.

For source problems, the flux will have the dimen-

sions of source/cross section where cross section

is the quantity used in the calculation. Normally,

distributed sources are in

length3/solid angle/s (the

Block Name

and Dimension Format

removed by the multigroup approximation, i.e.,

~Qd~ is used, see Sec. 11.B.1.), microscopic cross

sections are in units of barns x length2/cm2,

nuclide number densities in units of 1024 x numberl

length3, and velocities in length/s, although Los

Alamos velocities are habitually measured in units

of length/10-8 s.

With the exception of the cross sections

from the code-dependent input file, all the follow-

ing data are loaded by the LASL block loader using

the special formata described in Sec. 111.C. We

denote these formats by S(I) for integers and S(E)

units of particles for floating point numbers.

energy-dependence is

Number of

Entries Comments

IHR(IM) s(I) IM Number of fine mesh intervals in each coarse mesh.

WGT (MM) S(E) MM SN quadrature weights. Enter only if IQUAD=+3.

U(NM) S(E) MM SN quadrature p cosines. Enter only if IQUAD=+3.

C(IHM,IGM,MIN) Cross–section blocks. MIN=MCR+~P*(ISCT+l). Three

options are available for reading cross sections. The

LASL input format may not be mixed with the FIDO format.

1. LASL Input. If MCR>O, MCR blocks of IHM*IGM numbers
are read in a 6E12.5 format. Each block is preceeded by

an identification card read in a 18A4 format.

2. FIIXI Input. If MCR~O, MCR blocks of data are created
from FIDO input. The 14* card must not preceed the FIDO
input data.

—
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LMTP(MIP) S(I)

Initial angular S(E)

flux

AF(2,1T)

Initial precursor S(E)
concentrations
PC(2,1T)

Input sources S (E)

Q(NMQ,2,1T)

Q1.(NM/2)

QR(MM/2)

RAD(IM+l)

IDC (IM)

CHI(IGM,IM)

S (E)

S(I)

S(E)

MTP

IM+l

IM

3. Interface File ISQTXS. When Ffl’P+O,MTP material sets

are read from standard interface file ISOTXS. On this
file each material set consists of ISCT+l cross-section

blocks for the isotropic and ISCT anisotropic cross sec-
tions. The first (isotropic) component of the first mate-
rial is stored in cross-section block MCR+l, the first
component of the second material is stored in cross-section .

block McR+ISCT+2, etc. Should the ISOTXS file not contain
ISCT anisotropic components, zeroes are supplied for the

components not present. If the ISOTXS file contains more
components than needed, only the first ISCT+l components
are read. The maximum number of upscatter groups and
downscatter groups (MAXUP,MAXDN) in the ISOTXS file must
be consistent with the choice of IHT, IHS, and IHM. If—
they are not consistent, this will be flagged as an error.

Position numbers of material sets to be read from ISOTXS.

Do not enter unless NTP>O. The material sets are loaded

into the C block in the order they appear on ihe lSOTXS
file, and not in the order they appear in the LMTP array.
Number of entries depends on option. See Sec. 111.B.6.

ISTART Number of entries

o None.

1 IT, one distribution for each group.

2 MN sets of 2*IT, MM sets for each group.

*3 Problem restart dump from unit NDMP1.

4 Angular flux from standard interface file on
unit IAFLUX.

5 IGM

6 ONETRAN angular flux file on unit NTIMEX.

Initial precursor concentrations. IGD blocks of length
2*IT. Enter only if IPCOPT=2.

Number of entries depends on option. See Sec. 111.B.5.
The sources are loaded as: (a) distributed source (if any)
for each group; for each anisotropic component; (b) left

boundary source (if any) and right boundary sotirce (if
any); for each group. For IQOPT flagged negative, an
energy spectrum is input for each (assumed isotropic)

boundary source. For IQOPT positive or zero, the complete
angular distribution of the boundary sources is input, a
distribution for each group.

2!2!2!2 Number of entries for distributed source

o None.

*1 IGM; one for each NMQ components.

*2 IT; one for each group; for each NMQ components.

*3 2*1T; one for each group; for each NMQ components.

*4 IGM and 2*IT; both for each NMQ components.

Coarse-mesh radii.

Cross-section miterial identification numbers. These
numbers assign a cross-section block to each coarse-mesh
interval. These numbers must be flagged negative for an
anisotropic source to be calculated in that coarse-mesh

interval.

Prompt fission fractions. ‘h-action of fission yield emerg-

ing in each group. May be either a spectrum (xg) or a
matrix (Xg,+g) and may be coarse-mesh zone-dependent. See

Sec. 111.B.l.f.

.

.-
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VEL (IGM)

MIXNUM(MS)

S(E)

s(I)

NIXCOM(MS) s(I)

MIXDEN(MS) S (E)

DEN(IT)

LB(IGM)

RB(IGM)

LAM(RM, TGD)

S(E)

S(E)

S(E)

S(E)

IGM

MS

Ms

MS

IT

IGM

IGM

~*IGD

IFISS Number of entries

1 ICM; single fission spectrum.

2 IGM*IM; IM sets cf spectra loaded as a single

block.

3 IGM sets of length IGM; single fission matrix,
loaded by rows in blocks of IGM length.

4 IGM sets of length IGM*IM; TM sets of matrices,
loaded by rows in blocks of IGM*IM length.

Group speeds.

Numbers of identifying cross-section block being mixed.

See Sec. 111.B.l.b. Do not enter if MS=O.

Numbers controlltig cross-section-mixture process. See

Sec. IiI.B.l.b. Do not enter if MS=O.

Mixture densities. See Sec. 111.B.l.b. Do not enter if

Ms=o.

Fine-mesh density factors. Enter only if IDEN=l.

Left boundary group-albedos. Enter only if IBL=&.

Right boundary group-albedos. Enter only if IBR=4.

Delayed neutron decay constants. Enter only if IGD>O.

See Sec. 111.B.l.i.

RM=l for TFISS=l or 3. XM=IM (coarse-mesh-dependent) for

IFT.SS=2 or 4.

BETA(XM,IGD) S(E) ~*1 GD Delayed neutron fractions. Enter only if IGD>O. See Sec.

111.B.l.i.

PS(XM,IGD,IGM) S (E) ~*IGD*IGM Delayed neutron spectrum. Enter only if IGD>O. See Sec.

111.B.l.i.

4. Zohe-Edit Iriput in Sec. 111.C. The zone-edit control integers and

The zone-edit input, entered only if RP2=l, the zone-edit arraya are read for all NZEDS edits

consists of control integers entered on cards in– with the initial problem and written

dicated by EDIT1 and 2; and the remaining edit in- file (NEDIT) for use during edits as

put entered in the special format discussed above

onto a scratch

required.

EDIT CONTROL INTEGERS(I6)------------------------------------------------------------------EDIT 1

1 NZEDS Number of zone edits.

ZONE EDIT CONTROL INTEGERS(4I6)------------------------------------------------=-------------EDIT 2

1 Nz Total number of zonea.

2 NCA Number of constituent activities calculated.

3 NMA Number of microscopic activities calculated.

4 NORMZ Zone identification number for normalization of power density. If NORMZ=O,
whole-system normalization is performed.

ZONE EDIT ARRAYS THROUGH LO~----------------------------------------------------------------------

IDCA (NCA) s(I) NCA Cross-section material identification numbers for con-
stituent activities. Enter only if NCA>O.

IDMA(NMA) s(I) NMA Cross–section material identification numbers for micro-
scopic activities. Enter only if NMA>O. —-

NEDZ(IT) S(I) IT Zone identification numbers. These numbers assign a zone
number to each fine-mesh interval.
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5. Time-Zone Control Input

The time-zone control input consists of

the time-zone control parameters entered on TZCARD1

and an optional array through the LASL LOAD routine.

As many time-zone control variables cards as de-

sired may be read in each time zone.

Setting the variable NTS=-1 indicates the

beginning of a new time zone. The program then re-

turns to processing the input of the new problem-

dependent

specified

TTME-ZONE

1

7

TIME ZONE

CARD 4 are required to be input, in the same order

as they appear in Sec. 111.D.3. Once the new arrays

have been read, the time-zone control parameters for

the new time zone are read and the time-integration

resumed.

Setting the variable NTS=O indicates the

termination of the problem. The program then begins

processing the input of a new problem, starting with

the job title card of Sec. 111.B.1. As many problems

arrays of Sec. 111.D.3. Only those arrays as desired may be stacked on the input file. Execu-

by the triggers ITXS through ITDELY of tion of TIMEX is normally terminated with a detection

of an end-of-file on the input stream.

CONTROL VmIMLES(516,1X, 5Il,El2.6)--------------------------------------------------TZCm 1

NTS Number of time steps. For NTS=O, the problem is terminated. For NTS=-1, all

other variables on TZCARD 1 are ignored and the new problem-dependent data of

Sec. 111.D.3. are entered as specified by the triggers on CARD 4 of Sec.
111.D.2.

NSPP Number of time steps per printout.

NSPD Number of time steps per restart dump. NSPD=O specifies no restart dump.

IFREQ 0/1 (no/yes)

INDTS 0/1 (no/yes)

KPl 0/1 (no/yes)

KP 2 0/1 (no/yes)

KP3 0/1 (no/yes)

KP4 0/1 (no/yes)

KP5 0/1 (no/yes)

frequency extrapolation.

group–dependent time step sizes.

delayed neutron precursor print trigger.

zone-edit print trigger.

angular flux print trigger.

exponential extrapolation factor print trigger.

flux components print trigger.

DELTAT Time step size.

ARRAY THROUCH LOO--------------------------------------------------------------------

IGTSF(IGM) S(I) IGM Time step scale factors. Enter only if INDTS>O.

.

-.

E. Output Description for a Test Problem

The TIMEX program comes with a set of five

test problems plus an example problem designed to

illustrate many of the TIMEX options whose output

is presented on the following pages. Each page of

this output is numbered, and we refer to these num-

bers in the text below.

The problem is a three-group, three-region,

cylindrical geometry reactor kinetics problem. Zone

1 contains a fissile plus scattering material, Zone

2 constains a strong absorber, and Zone 3 a weakly

fissile plus scattering material. As seen from the

first output page (l), the problem is run with S~

angular quadrature and within-group fine–mesh rebal-

ance. The fission fractions and delayed neutron

parameters are zone-dependent spectra. The mixture

38

instructions and the fine–mesh density factors may

be changed at each time zone.

All integer and floating-point input control

data are printed on page (l). The SN angular quad-

rature coefficients are the built–in S4 Gaussian

quadrature set and are printed on page (2). The

LI, XI, and PHI columns refer to the ~ level index,

< angle zos<ne, and @ angle of Fig. 5. The remain-

ing problem input is printed on output pages (2)

and (3). It is noted that the initial condition is

a flat, isotropic angular flux for group 1 in Zone

2 and zero elsewhere.

The coarse-mesh and material map is printed on

page (3). The mixture table printed on pages (3)

and (4) shows the input microscopic cross sections

converted to macroscopic cross sections and then



the

the

The

scattering material (material block 4) added to

two fissile materials (material blocks 1 and 3).

coarae-mesh and fine-mesh geometry tablea, the

zone-dependent delayed neutron spectra, the zone–

2 dependent total delayed neutron fractions, the group

velocities, and the zone-dependent prompt fission

fractions are printed on pagea (4) and (5). On

output pages (6) anti (7), the output edit is given

for the initial conditions. The flux components are

the two cell-edge

Zone edit 1 gives

tern and zone edit

three coarse-mesh

fluxes, @if+, on the fine mesh.

the activities for the entire sys-

2 the activities for each of the

zones.

The first time-zone control parameters are

printed on output page (8) followed by the output

edit at 100 time atepa after the initial flux has

been redistributed into the two fiasile zones.

Since a wave front was propagated through the sys-

tem as the initial flux redistributed, the exponent-

ial extrapolation was not attempted.

For the next time zone starting on output page

(10), the exponential extrapolation is switched on

and the frequencies, Ui, are printed after another100

time steps. On page (12), the new mixture instruc-

tions and fine-mesh density factors are read at the

start of the third time zone. The mixture instruc-

tions subtract out the scattering material in the

fiasile zones 1 and 3. Ths de.,sity of the fissile

zones is reduced and the density of the absorber

zone increased. From the output edit prints on

pages (13) through (17), the flux is observed to de-

cay very rapidly at first and later at a much slow-

er rate as the decay is limited by the delayed

neutrons.

.

..
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IV, PROGRAMMINGINFORMATION
In this section we give some of the details of

the TIMEX program. The material contained in this

section is designeci to help in the local modifica-

tion of the program. Much supplementary information

is provided by the program comment cards.

A. Program Structure

.
1. Role and Function of Subprograms

We describe in Table IX the function of

all the subprograms in TIMEX.

2. Relation of Problem Variables and Program
Mnemonics

In much of the material in this manual we

have used variables actually appearing in the FORTRAN

of the program. A list of the relations between

problem variable symbols and program variable names

is given in Table X.

3. Definition of Variables in Common Blocks

Tables XI and XII define the variables

stored in blank common block IA and the named common

block of ONETRAN. The container array, A, for prob-

lem data is also in blank common. Block 1A contains

problem input parameters, first word addresses of

data stored in the A array, and data generated by

the progrqm.

TABLE IX

FUNCTION OF TIMEX SUBROUTINES

Subroutine
.

TIMEX

-.

INPUT1

INPUT2

SNCON

IFINSN

FACT

CSPREP

IFINXS

READF

IFINF

READQ

IFINQ

INITAL

GEOFUN

REBOUND

INITQ

Function

Main driver of program. Initializes program parameters; calls input, initialization,
computation, and output routines; performs time-step incrementing.

Input Functions

Reads header and control integer and floating point variablea, performs some checking of
input data.

Calculates commonly used integers, large and small core storage pointers; calls various
input subroutines; reads problem-dependent input arrays; performs more checking of in-
put data; reads new problem-dependent input arrays at beginning of each time zone as
required.

Reads or generates SN quadrature coi.stants; calculates some indexing arrays and spher-
ical harmonic polynomials.

Reads SN constants from interface file ISNCON.

Calculates factorial function for uae in SNCON.

Reads cross sections in standard LASL format, FIDO format, or from interface file by

calling IFINXS. Prints cross sections, performs adjoint transpositions and reversals
of croaa sections, checks cross sections for consistency, and stores cross sections in
LCM.

Interface input of cross sections from scanaard interface file ISOTXS.

Reads angular flux initial condition and precursor concentration initial condition.

keaas angular flux initial condition from standard interface file IAFLUX.

Reads distributed and boundary sources from cards or standard interface file by calling
IFINQ.

Reads distributed and boundary sources from standard interface file FIXSRC.

Initialization Functions

Performs mixing of cross sections , calculates geometric functions by call to GEOFUN,

initializes inhomogeneous sources by call to INITQ and fission arrays by call, to INITF,
calculates macroscopic cross-section arraya.

Calculates various geometric functions on the coarse and fine mesh.

Interpolate Lhe scalar and angular fluxes onto the new mesh in a manner that conserves
neutrons at the start of each time zone when a coarse-mesh boundary is altered.

Generatea volume and surface integrals of inhomogeneous sources, normalizes sourcca,
stores boundary sources in boundary flux arrays.
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TABLE IX (continued)

Subroutine

INITF

OUTER

UNCOLL

SOURCE

SCALE

PCALC

OREBAL

SWEEP

SETBC

REBAL

FINAL

EDIT

ZEDIT

PRINTP

MAPPER

DUMPER

CLEAR

LOAD

IFRITE

PRNT

WRITE

REED

RITE

PLOTTR

Calculates total delayed neutron fraction, multiplies delayed neutron spectra by Ak,

computes X VZ array for fission source and transposes for adjoint problems, calcu-

lates vmlume !ntegral of fission source and normalizes fluxes.
.-

Computatiom Functions

Performs the loop over the energy groups, calculates sotirce to the group by call to
SOURCE, calculates angular flux for the group by call to SWEEP, generaLes fission source

.

on the fine mesh, calculates precursor concentrations by call to PCALC.

Computes the uncollided flux and stores in LCM.

Calculates source to the group from inhomogeneous sources, fission and inscattering
from other groups, calculates total source for rebalance.

Multiplies the flux moments by e
uAt

if the exponential extrapolation is in effect.

Calculates the delayed neutron precursor concentrations on the fine mesh.

Performs outer rebalance of the angular flux and flux moments.

Performs sweep of the space-angle mesh for a group. Adds within-group scattering and

fission to source, solves the 2x2 system for the cell-edge angular fluxes, performs
fine-mesh rebalance, computes exponential extrapolation frequencies (IJi.

Sets the angular flux boundary condition on either boundary. Called by SWEEP.

Performs inversion of tridiagonal matrix for group fine-mesh rebalance factors.

Output Edit Functions

Controls edit output. Prints flux moments, angular fluxes, exponential extrapolation
frequencies, fission rates, and precursor concentrations by call to EDIT; performs zone
edits by call to ZEDIT, plots fluxes by call to PLOTTR

to IFRITE.

, writes interface files by call

Prints flux moments, angular fluxes, exponential extrapolation frequencies, fission
rates, and precursor concentrations.

Calculates zone macroscopic activities, constituent activities, microscopic activities,
and power densities.

Service Rourines

Prints input control integer and floating point variables.

Draws material map of system.

Reads or writes restart dump.

Clears an array to a specified value.

Los Alamos data loader.

Writes standard interface files RTFLUX or ATFLUX and RAFLUX or AAFLUX.

Prints output arrays in a down-the-page format.

Routine for printing lD, 21), or 3D arrays, either integer or floating point.

Handles all binary reading operations including rewind and LCM memory transfers.

Handles all binary writing operations including end-of-file and LCM memory transfers.

Plots scalar flux on film file NFILM. Calls numerous system-dependent plotting routines.

-.

58



RELATION OF PROBLEN

TABLE X

VARTABLES TO PROGRAM MNEMONICS

..

Program

Mnemonic

PN(NM, MM)

C(IHM,MT)

WGT (MN)

u (MM)

WMu (NN)

CT(IT)

CS(IT)

BP (MM)

BM(MM)

FL(IM+l)

FR( IM+I)

AB(IM)

F (IM)

Z(lO, IT)

V(2,1T)

AI(IM+l)

Q(NM,2,1T)

FLUX(NM, 2,IT)

S1,S2

PSIB

AFE (NLEV, IT)

AFC(2,1T)

AF1 ,AF2

KSTEP

RTIME

PC(2,1T)

RVT

ORSOR

Subroutine

SNCON,SWEEP

SOURCE,SWEEP

SNCON,SWEEP

SNCON,SWEEP

SNCON,SWEEP

INITAL,SWEEP

INITAL,SWEEP

SNCON,SWEEP

SNCON,SWEEP

SWEEP,REBAL

SWEEP,REBAL

SWEEP,REBAL

SWEEP,REBAL

SWEEP,GEOFUN

SWEEP,GEOFUN

SWEEP,GEOFUN

SOURCE,SWEEP

SWEEP

SWEEP

SWEEP

SWEEP

SWEEP

SWEEP

MAIN

MAIN

SOURCE,PCALC

O~ER,SWEEP

SOURCE,OREBAL
. .

ORABS SWEEP,OREBAL

ORLEAX SWEEP,OREBAL

ORFACT OREBAL

DELTAT MAIN,SWEEP

FREQ(IT) SCALE,SWEEP

T1(IT) SWEEP

T2 (IT) SWEEP

Problem

Variable

Rn (~)

‘a’vof’o’a~,h+g

w
m

urn

Wm Pm

o

0°
Svm

ln+l.lwm
a

~.%lwma

FL
k*+

‘%%

‘k

‘k

z.
1

v-, v+

A-, Ai-

Source to group moments

Flux moments

si_%,si+

~b

+Iltt%

‘Ji+5

‘i-+$ *i+-!!

Time step index, j+l

Time variable, tj+l

Precursor concentrations

1/vAt

Outer rebalance source

Outer rebalance absorption

Outer rebalance leakage

Outer rebalance factor

At

w
i

fJJ
1- _—

Wv
w

~+;
vAt

Refer to

Eqs. (10),(11)

Sec. 11.B.1.

Sec. 11.B.3.

Sec. 11.B.3.

Sec. 11.B.3.

Sec. 11.B.1.

Sec. 11.B.1.

Sec. 11.B.3.

Sec. 11.B.3.

Eq. (55)

Eq. (55)

Eq. (55)

Eq. (54)

Table V

Table V

Table V

Sec. 11.C.

Sec. 11.C.

Sec. 11.C.

Eq. (39)

Sec. 11.C.

Eq. (39)

Eq. (39)

Eq. (16)

Sec. 11.B.2.

Eq. (16b)

Eqs. (18), (19)

Eq. (59)

Eq. (59)

Eq. (59)

Eq. (58)

Sec. 11.B.2.

Sec. 11.D.5.a.

Sec. 11.D.5.a.

Sec. 11.D.5.2.
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Position

1

2

3

4

5

6

7

8

9

10

11

12

13

16

15

16

17

18

19

20

21

22

23

24

25

26

27

28

29

30

31

32

33

34

35

36

37

38

39

40

41

Name

ITH

ISCT

ISN

IGM

TM

T13L

IBR

IGD

ISTART

IQOPT

IGEOM

IQUAD

MT

MTP

MCR

Ms

THT

IHS

IHM

IDEN

IQAN

IQL

IQR

IACC

IPCOPT

11

12

IFISS

KP5

ITN

ITLIM

13

IFO

14

15

16

ITXS

ITQ

ITB

ITIDXS

ITFISS

.

TABLE XI

CONTENTS OF BLANK COMMON BLOCK IA*

Pointer for Array Remarks

Theory
.“

Scattering order

SN order .

Number of energy groups

Number of coarse-mesh intervals

Left boundary condition indicator

Right boundary condition indicator

Number of delayed neutron groups

Angular flux intial condition indicator

Source input option indicator

Geometry indicator

Source of SN constants indicator

Total number of materials

Number of cross-section materials from ISOTXS file

Number of cross-section caterials from cards

Number of mixture instructions

Position of total cross section in table

Position of self-scatter cross section in table

Cross-section table length

Space-dependent density factor trigger

Distributed source anisotropy order

Left boundary source trigger

Right boundary source trigger

Acceleration option indicator

Precursor concentration initial condition indicator

Initial flux print suppression trigger

Time zone flux print trigger

Fission fraction-type indicator

Flux components print trigger

Initial time step index for restart

Time limit for problem

Cross-section print indicator

Interface file output trigger

Time zone fissbn print trigger

Source print trigger

Fine–mesh geometry table print suppress indicator

Time-dependent

Tine-dependent

Time-dependent

Time-dependent

Time-dependent

cross-section indicator

source indicator

coarae-mesh boundary indicator

cross-section id. indicator

fission fraction indicator

*
Blank entries are available for future use.
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TABLE XI (continued)

Position

42

-. 43

44

. 45

46

47

48

49

50

51

52

53

54

55

56

57
.

58

59

-. 60

61

62

63

64

65

66

67

68

69

70

71

72

73

74

75

76

77
..

78

79

80

81

82

83

84

85

Name

ITVEL

ITMIX

ITDEN

ITLBDO

ITRBDO

ITDELY

INDTS

IFCS

ml

KP2

KP3

KF4

IPLOT

NORM

BHGT

BWTH

RTINE

TIME

Pointer for Array Remarks

Time-dependent velocities Indicator

Time-dependent mixture instruction Lndicator

Time-dependent density factors indicator

Time–dependent left albedo indicator

Time-dependent right albedo indicator

Time-dependent delayed neutron parameters indicator

Group–dependent time step indicator

First collision source indicator

Delayed neutron precursor print trigger

Zone edit print trigger

Angular flux print trigger

Exponential extrapolation factors print trigger

Plotting option trigger

Normalization amplitude

Buckling height

Buckling width

Problem real time

Execution or clock time

86
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Position

87

88

89

90

91

92

93

94

95

96

97

98

99

100

101

102

103

104

105

106

107

108

109

110

111

112

113

114

115

116

117

118

119

120

121

122

123

124

125

126

127

128

129

62

Name

NLEV

MIN

IHF

IHA

NM

NY

NMj

M2

NN

1P

IGP

IRMT

ISCP

M2P

ITP

THTR

IMGP

IT

IHNN

IPGP

lFISP

LF’LM

XM

XEND

LAST

TABLE XI (continued)

Pointer for Array Remarks

Number of quadrature ~ levels

Total number of input cross–section blocks = MCR +
MTp*(ISCT+l)

Position of VUf in cross-section table = IHT-1

Position of aa in cross-section table = IHT-2

Number of quadrature angles

Nuzber of spherical harmonic and flux moments

Number of distributed source moments

MM/ 2

ISNf2

Number of coarse-mesh points = IM+l

IGM+l

T.HM*MT

ISCT+l

M2+l

Number of fine-mesh points = IT+l

Position of acr in cross-section table = IHT-3

IM* IGM

Number of fine-mesh intervals

Position of 6
n,2n

in cross-section table = IHT-4

IP*IGM

Zone-dependent fission fraction trigger

Last address of flux block

IM for zone-dependent fission fractions, 1 otherwise

Last LCM position used

Last small core position used

.-

.

-.

.-



TABLE XI (continued)

Pointer for Array RemarksPosition

130

131-.

132

133
.

134

135

Name

IHR(IM+l) Number of fine-mesh intervals per coarse mesh

w (MM) Point weights

U(MM) Point cosines

WM(MM) Point weights*cosines

BP (MM) ~+lwmCi

BM(MM)
m~+lwm

a

MD (MM) Reflected direction index

LIHR

LW

LU

LWM

LBP

136 LBM

137

138

139

140

141

142

143

144

145

146

147
.-

148

149

150

151

152

153

154

155

156

LDM

Level cosines

Level weights

Starting direction cosines

Cylindrical geometry uncollided flux coefficients

Spherical harmonic functions

Level indices

Factorials

LUB

LWB

LUSTRT

LUFW

LPN

LLI

LFT

UB(ISN)

WB(ISN)

USTRT(NLEV)

uw (NM)

P(NM,MM)

LI (MM)

FT(2*ISCT+1)

LC

LAAJ

LCT

LCS

LCA

C(IHM,MT)

UJ(MT)

CT(IT)

CS(IT)

CA(IT)

Cross-section blocks for a group

Effective absorption cross section

Total cross section * density

Self-scatter cross section * density

Absorption cross section * density

IDC(IM+l) Cross-section identification number for each coarse–
mesh interval

Mixture numbers

Mixture commands

Mixture densities

LDC

157

158

159

160

161

162

163

164
“,

165

166

167

168

169

170

171

172

LMN

LMC

LMD

MJ.XNUM(MS)

MIXCOM(MS)

MIXDEN(MS)

LDEN DEN(IT) Fine-mesh densities

Q(NM,2,1T)

QR(MM/2)

QL(Mc1/2)

FLUX(NM,2,TT)

Distributed source moments

Right boundary source

Left boundary source

Flux moments

LQ

LQR

LQL

LFL

LOMG FREQ(IT) Exponential extrapolation factors
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TABLE XI (continued)

Position Name

173

174

175 LBL

176 LBR

177 LAFE

178 LAFC

179

180

181

182

183

184

185

186

187

188

189

190

191

192

193

Pointer for Array Remarks

..
BL (MM) Left boundary flux

BR(MM) Right boundary flux

AFE(NLEV,IT) Edge angular flux for angular extrapolation

AFC(2,1T) Mesh cell edge angular flux

LPC PC(2,1T) Delayed neutron precursor

LFISS FISS(2,1T) Fission rate

LLAM LAM(XM,IGD) Delayed neutron precursor

LBETA BETA(KM,IGD) Delayed neutron precursor

LPS PS(XM,IGD,IGM) Delayed neutron precursor

LRAD

LIDR

LH

LAI

LV

LT1

LZ194

195

196

197

198

199

200

201

202

203

204

205 LUFS

206 ‘- LIUF

207 LIGT

208 LQG

209 LFG

210

211

212

213

214

215

216

64

LR

LRDA

LDEL

RAD(T.M+2)

IDR(IT+2)

H(IM+l)

AI(IT+l)

V(2,1T+1)

T1(IT) and T2(IT)

Z(10,IT)

R (IT+l)

RADA(IT+l)

DEL(IM+l)

UFS(IGM)

IUF(IGM)

IGTSF(ICM)

QG(IGP)

FG (IGP)

concentrations

decay constants

fractions

fission fractions

Coarse--esh boundary radii

Coarse-mesh zone identifier on the fine mesh

Fine-mesh Ari in each coarse mesh

Fine-mesh area elements

Fine-mesh volume elements
u (lJ

(-&-&)ando+--&+~
Finite element polynomials on the fine mesh

Fine-mesh radii ri

Fine-mesh radii from previous time zone

Coarse-mesh thickness

Uncollided flux spectrum

Mesh position of uncollided flux

Number of time steps per group

Inhomogeneous source to a group

Fission source to a group

.



TABLE XI (continued)

Pointer for Array Remarks

CHI(IM,IGM) Fission matrix (X Vcrf) or fission fractions x

VEL(IGP) Group speeds

Position

217

Name

LCHI

-. 218

219

220.
221

222

LVEL

LLB

LRB

IGSV

LB (IGP) Left boundary group albedo

RB(IG?) Right boundary group albedo

Group index of Vmax

Group index of Vmin

Total delayed neutron fractions by zone

223 IGLV

BATA(XM)224

225

226

227

228

229

230

231

LBATA

LF

LFR

LFLL

LAB

LQQ

F(IT)

FR (IT+l)

FL (IT+l)

AB(IT)

QQ(IV

Fine-mesh rebalance factors

Fine-mesh boundary right flows

Fine-mesh boundary left flows

Effective rebalance absorption

Total rebalance source (fission + inscatter +
inhomogeneous).

.-

232

233

234

235

236

HA(IT)

GA(IT)

FGG(IM,ICM)

LHA

LGA

LFGG

Work vector for rebalance inversion

Work vector for rebalance inversion

Fission matrix x WUf

Scattering matrix237

238

239

240

241

242

243

244

245

246

247

248

249

250

251

252

253

254

255

SGG(IM,IGM)LSGG

LENC

LENQ

LENF

LENS

LNAF

LNFS

LENPC

Length of LCM cross-section block: LDC-LC

Length of LCM inhomogeneous source block: LFL-LQ

Length of LCM flux block: LAFE-LFL

Length of LCM source to group block: NM*2*IT.

Length of LCM angular flux block: 2*IT

Length of LCM fission spectrum: IM*IGM

Length of LCM precursor concentration block: 2*IT

LNUF Length of LCM uncollided flux block: IT

XAFTST Origin of LCM temporary starting direction angular
flux array

Origin of LCM cross-section array

Origin of LCM source array

OrigLn of LCM flux array

256

257

258

KC

KQ

KF
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Position

259

260

261

262

263

264

265

266

267

268

269

270

271

272

273

274

275

276

277

278

279

280

281

282

283

284

285

286

287’

288

289

290

291

292

293

294

295

296

297

298

299

300

Name

KS

KAF

KFs

KPc

RAFT

KAFST

KF2

KUF

KCHI

IGT or IGTSF

ALR

ALL

SUMMUL

SUMMUR

TABLE XI (continued)

Pointer for Array Remarks

NZEDS

LIDCA IDCA(NCA)

LIDMA IDMA (NMA)

LACT ACT(IHT,NZ)

LTACT TACT(IHT,NZ)

LPOW POW(NZ)

LNEDZ NEDZ(IT)

NRECS

lPRNT

IUPTOT

ORSOR

oRLEAK

0RA8S

G

IMOV

FMIN

FMAx

NSPMP

TFO

RVT

DELTAT

KSTEP

IFREQ

Origin of LCM

Origin of LCM

Origin of LCM

Origin of LCM

Origin of LCM

Origin of LCM

Origin of LCM
step

Origin of LCM

Origin of LCM

source to group array

angular flux array .“

fission spectrum array
..

precursor concentration array

tempora~ angular flux array
.

starting direction angular flux array

scalar flux array from previous time

uncollided flux array

original fission fractions array

Number of time steps/group for a group

Right boundary albedo for a group

Left boundary albedo for a group

Z Wm urn for leftward directions
m

Z Wm urn for rightward directions
m

-.

Number of zone edits

Cross-section material id. numbers for constituent
activities

Croaa-section material id. numbers for microscopic
activities

Zone activities for a group

Group aum zone activities

Zone power densities

Zone identification numbers

Number of records in a dump file for each time step

Print initialization trigger for subroutine PRNT

Signed value of IHS

Outer rebalance source

Outer rebalance leakage

Outer rebalance absorption

Group index

Plotting trigger

Minimum scalar flux value for movie plot

Maximum scalar flux value for movie plot

Number of time steps per movie plot

Total volume-energy integrated scalar flux at t=O

l/vAt for a group

Time step size At

Time step index

Exponential extrapolation trigger
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.-

.

TABLE XII

CONTENTS OF NAMED COMMON BLOCK/UNITS/

(The named counnon block UNITS contains the symbolic
names of all input, output, and scratch devices re-

“. quired by TIMEX and which are set in the main pro-
gram TIMEX.)

. Position Name

1 NINP

2 NOUT

3 NDMP1

4 NDMP2

5 ISNCON

6 ISOTXS

7 IFIXSR

8 IAFLUX

9 ITFLUX

10 NFILM

11 NEDIT

12 NEXTRA

13 NTIMEX

Contents and Remarks

Problem code-dependent decimal
input

Problem decimal output

First restart dump unit

Second restart dump unit (not

used)

Interface form of SN constants

Interface form of multigroup

cross-section file ISOTXS

Interface form of inhomogeneous
source (Q-source)

Interface form of angular flux

Interface form of total flux

Plotting routine output

Scratch unit used for zone edit
input

Scratch unit used in subroutine
LOAD

Special angular flux file for

TIMEX initial condition from
ONETRAN steady-state calcula-
tion

4. Machine-Dependent Subprogram

a. LCM System Routines

LCM (large core memory) is a large bulk

memory from which blocks of words may be quickly

transferred to or from SCM (small core memory).

This random bulk memory is accessed through two sys-

tem routines -- ECRD (transfer LCM to SCM) and ECWR

(transfers SCM to LCM) -- which process consecutive

words of SCM and consecutive words of LCM given an

SCM address and a pointer value for LCM. The point-

er value given may be thought of as the index of a

container array. To read from or write into a block

of core, it is necessary to provide the read/write

routines with the core origin, the LCM pointer value

and the number of consecutive words to be trans-

ferred. For example, if we consider reading the en-

tire FLUX block for group IG from LCM to SCM, we

would have the FORTRAN IV statement

CALL REED(O,KF+(IG-l)*LENF,FLUX,LENF,l)

which is equivalent to

CALL ECRD(FLUX,KF+(IG1)*LENF,LENF,IER) .

In these statements FLUX is the SCM container array,

KF+(IG-l)*LENF is the location of the first word of

the IGth group flux array in LCM, and LENF words

are transferred. IER is au error indicator.

b. General System Routines

Additional system routines required by

the code are SECOND (obtains current time), DATE1

(obtains current date), ATAN (arctangent), SQRT

(floating-point square root), EXIT (returns control

to system for next job), COS (cosine), SIN (sine),

EXP (exponential), and ALOG (natural logarithm).

Use of the end-of-file test is made in

INPUT1 to detect the last case of a sequence of

cases. The test must be replaced by an equivalent

ststement to obtain a normal exit.

The subroutine PLOTTR, which plots the

scalar flux on a film file NFILM, calls several

I.ASL plotting subroutines. These 15 routines are

described with comment cards in the code listing to

facilitate the user’s conversion of the routine to

the plotting software of his installation.

B. External and Internal Data Files

All files used for input, output, and scratch

data are referred to by symbolic name throughout

the code. The user may easily change the Fhysical

unit assigned a file by modification of the symbolic

name which is initialized in the main program of

TIMEX. Table XIII indicates the files required by

TIMEX.

c. Hardware Requirements

The TIMEX code does not require any special

hardware. The LASL CDC 7600 provides 65K (decimal)

SCM and 512K LCM 60-bit words. Only 370K LCM are

available to the user with the operating system

and buffers using the remainder. Type 7638 disk

units provide 84 million decimal words of peripheral

store per unit.

D. Software Requirements

1. CDC Machines

The code was designed to operate on the

CDC 7600 under the CROS operating system
18

which

was developed at Los Alsmos. The system uses the

CDC RUN compiler with a CDC optimizer attached.

The disk units provide storage for input, output,

scratch, and resident files.
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TABLE XIII

FILE REQUIREMENTS

Logical

Name Unit

NINP 10

NOUT 9

NDMP1 7

NDMP2 5

NEXTRA 18

IAFLUX 31

ITFLUX 30

ISNCON 32

IFIXSR 33

ISOTXS 34

NFILM 12

TIMEX

Contents

Problem

Problem

Restart

Remarks
.-

code-dependent decimal input. The user may wish to equate this file to
the system input file.

decimal output. The user should equate this file to the .
system decimal printed output file.

dump. This unit ia used to receive the each re-

Restart dump.

Scratch file.

start dump written at variious time steps.
The unit must contain the restart dump
information when the problem is restarted.

Successive dumps will be written following
the dump read for the desired time step

(ISTART-A3) or the unit will be rewound
and the dumps written from the beginning

of the file (ISTART=-3).

Second restart dump unit (not used).

The file is used in the decimal mode by

subroutine LOAD for Hollerith conversions
rather than the core–to-core conversions
given by the FORTRAN statements of ENCODE
and DECODE on CDC machines.

Interface form of angular flux (either The code requires that this unit be used
adjoint or regular). when the initial flux is requested from

the angular flux interface file. The unit
is rewound and the records of the first
file are used as the input flux. output
of the angular fluxes in interface form
is also placed on this file. The file is
rewound prior to processing the fluxes
and an end-of-file is placed on the file
after the last write. Data for one prob-

lem only are kept on this file.

Interface form of total flux (either The code requires that this unit be used
adjoint or regular). when the initial flux is requested from

the total flux interface file. The unit
is rewound and the records of the first
file are used as the input flux. The in-
terface form of the total flux is prepared

on this file as problem output by rewind-
ing the file and writing the file in

standard format. An end-of-file is placed
on the file after the last write instruc-
tion.

This file is used only as input for the SN
quadrature constants.

This file is used as input for the cell-
centered inhomogeneous source. Boundary
sources (if any) are also obtained from
this file.

Interface form of the cross-section This file is only used as input when cross
,

multigroup file ISOTXS. secti:ns are requested from an interface
file library.

Film file. This file is used as output of the plotting
subroutine PLOTTR . The LASL plotting
software generates a magnetic tape that is
used to generate film output by an FR-80
or SC-4020 film recorder. The PLOTTR
routine could be modified by the user to

generate CALCOMP plotter output.

Interface form of SN constants.

Interface form of both distributed
and boundary sources.
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TABLE XIII

Logical

Name Unit Contents

NTIMEX 15-. TIMEX angular flux file.

NEDIT 13. Scratch file.

continued)

!Zemarks

This binary angular flux file is generated
by the ONETRAN code to provide exact and

consistent initial conditions for TIMEX.

This file is used to store the zone edit
input read with the initial problem input.

.

2. ONETRAN for the IBM-360

Although TINEX waa written for the CDC

7600, the coding was performed so that the conver-

sion to the IBM-360 would involve as few changes as

possible. Past experience has shown that the four-

byte (single-precision) floating-point mode is ade-

quate for most problems.

The major change made in the conversion

of TIMEX is the treatment of peripheral storage.

. The vast amount of fast core available on the IBM-

360 is one of the cheaper reaourcea of that machine.

., Thus the data normally stored in LCM (large core

memory) are stored directly after the A container

array in fast core. The CDC 7600 system routines

ECRD and ECWR in subroutines REED and RITE, respec-

tively, are replaced by simple routines which move

data to and from sections of the A container array.

It is thus possible to keep the LCM pointer struc-

ture of the code with no change in logic and with a

slight overhead in time for data movement.

In addition to the storage reorganization,

the following changes are made to effect the IBM

conversion of TIMEX:

1. The subroutine DATE1, called’ from INPUT1,

must be provided by the user to return

the date as an A8 word. A local system

routine must be provided for SECOND to

return the floating-point value of the

current time in order for the periodic

and time limit dump options to work.

2. A separate subroutine is provided to

process the FIDO cross-section format.

The CDC 7600 algorithm to read this

format uses a rewind command, resulting

in a prohibitively large amount of wait

time on IBM systems.

3. Hollerith 6H constants throughout the code

are typed as double precision (RF.AL*8).

4. The IF(EOF,NINP) CDC job termination

test in INPlY171ia replaced with a read

using the IBM END parameter.

5. Several options are present in subroutine

REED to treat the reading of interface

file identification records. The infor-

mation in this identification record is

presently bypassed by dummy reads.

E. Programming Considerations

1. Storage Management

a. Variable Dimensionin~

A single container array, A, in common is

used for the blccka of data required in executing

a problem. The storage of ail data is consecutive

and compact in the A array so that the size of a

problem is limited by the total storage required

rather than by the size of individual parameters.

A pointer word is associated with each data block

and ia used to index A to locate the block. For

example, LFL is the first word address of the flux

block in A and A (LFL) ia the firat word of the flux

array. When subroutine calls are written, the ad-

dress of a data block, aay A(LFL), is passed through

the argument call. In the subroutine the data block

is variably dimensioned ao that it may be easily

indexed by its subscripts, e.g., FLUX(N,I,J).

b. Allocation of Large Core Memory (LCM)

The allocation of storage in large core

memory (LCM) is handled in the same manner as core

storage. Most of the group-dependent arrays are

stored in LCM so the dimensionality is IGM times

the core requirement of the array. For example,

there are IGM*NM*2*IT LCM locations required for

FLUX(NM,2,1T) .

Certain blocks of data are stored con-

tiguously in core ao that they may be read in and

out of LCM in a single stream. For example, the

flux block includes FLUX(NM,2,1T), BL(MM), BR(MM),
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and FREQ(IT). The first word of this block is LFL,

and the last word is LAFE–1. The cross-section

block includes the cross sections C(IHM,MT), the

effective absorption cross section, AAJ(MT), the

totsl cross section, CT(IT), the scattering cross

section, CS(IT), and the absorption cross section

CA(IT) . The first word of this block is LC, and the

last word is LQ-1. A complete list of LCM storage

is given in Table XIV.

c. Computation of Required Storage

The easiest way to compute the storage re-

quired by a problem is to load the problem foc a

short run and let the code compute LAST, the amount

of SCM and I.ASTEC, the amount of LCM. The computa–

tion is made very early in problem execution and

this result is printed before most of the data is

read. An approximate formula for LAST is

LAST=MT*IHM + IT*(36+4*NFH+TLEv).

The amount of LCM is given by

~STEC=I~*(~*IW~+3*M6*ITM*~*IT+2*M*IT+IM)+2*~*IT+IGD*IT*2+Conditional Blocks,

TABLE XIV

LCM STORAGE PARAMETERS

LCM First

Word Address

KC

KQ

KF

RAF

KFS

KF2

KUF

KS

KPC

KAFT

where the conditional block sizes are

IT if ISTART=5

plus

(MM+NLEV)*2*IT if ITB=l

plus

IGM*NLEV*2*IT if IGEOM=2 or 3

plus

IGM if IFISS=l

L~*lM if LFIss.2 if ITXS,ITFT.SS,

1~2 if IFISS.3 ITIDXS, or ITMIX # O.

IGM2*IM if IFISS=4

KAFTST

KAFST

KCH I

Length per Block

LENC=IHM*MT+3*IT+MT

LENQ=NM*2*IT+2*MM12

LENF=NM*2*IT+IT+2*MM

LNAF=2*IT

LNFS=IGM*IM

IT

LNUF=IT

LENS=NM*2*IT

LSNPC=2*IT

LNAF=2*IT

LNAF=2*T.T

LNAP2*IT

LFISS=IGM or IGM*IM

Number of

Blocks

IGM

IGM

IGM

IGM

IGM

1

IGD

MM

NLEV

NLEV*IGM

1 or IGM

Contents

Cross-section blocks by group

Inhomogeneous distributed and boundary sources

Scalar flux and moments, boundary fluxes, and
frequency extrapolation factors

Angular flux array by group and angle

X or X Vug array for each group

Scalar flux from previous time step for exponent-
ial extrapolation

Uncollided flux

Source to group array

Delayed neutron precursors

Temporary angular flux array for moving boundary
interpolations. Stored only if ITB#O.

Temporary starting direction angular flux array
for moving boundary interpolations. Stored
only if ITB#O.

Starting direction angular flux array by group

Original fission fraction (x) array. May be
group- and coarse-mesh-dependent. Stored only
if ITXS,TTIDXS, or ITMIX#O.

,.
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d. Temporary Storage Requirements

The amount of fast core storage actually

calculated for LAST is the maximum of two quantities,

the total SCM required for problem execution and

temporary SCM required for problem input. Usually,

. the problem data requirement is much larger than

the temporary storage requirement during input, but

occasionally, the input cross-section requirement

(IGM*IHM*ISCP)iS largest.

At each output edit, temporary storage is

required if interface file output is requested.

This temporary storage, allocated in subroutine

FINAL, is also usually less than the problem data

storage. If this temporary storage exceeds the core

storage size, the writing of the interface files is

not performed.

e. Overstorage of Data in Core

In TIMEX a certain amount of overstorage

is used to reduce the total amount of small core

memory (SCM) required; i.e., more than one array
●

may reside in the same SCM location as the problem

progresses. This is done primarily with the CHI(IM,
.

IGM) and FGG(IM,IGM) arrays. A similar overstorage

is performed when the temporary storage is allocated

for input in the INPUT2 subroutine.

2. Restart Tape Composition

The restart dump is composed of the fol-

lowing records for each time step: common block

length LENIA, common block LA, data common block A,

LCM data blocks in the order in which they appear

in LCM, and the contents of the zone edit scratch

file, NEDIT. Each restart dump contains the time

step index, KSTEP, at which the dump was taken. The

problem may be restarted at time step ITN only if

a dump was taken at this time step when the problem

was initially run. Both the reading and writing of

the restart dumps is performed by subroutine DUMPER.

3. Standard Interface Files

The standard interface files read and
.

. written by TIMEX are Version 111 files.= The coding

which processes these files is all written as separ–

ate subroutines. All files are rewound prior to

either reading or writing so that the interface

files for several problems may not be stacked on

the same file. In the reading of the interface

files, the first record containing the file identi-

fication data HNAME, (HUSE(I),I=1,2), IVERS is

skipped by a dummy read statement. For input or

output of the scalar or angular flux files, no phys-

ical unit distinction is made for regular or adjoint

problems. If a standard interface file is used for

an initial angular flux and a standard interface

file output is requested, the input file informa-

tion is destroyed. Since the discontinuous repre-

sentation (two values per mesh cell) of the distri-

buted source and fluxes is incompatible with the

standard interface file (one value per mesh cell),

only the cell-centered values of these quantities

are read or written.

F. Time–Dependent Sources and Cross Sections

The TIMEX user is permitted time-dependent in-

homogeneous sources and cross sections only in the

sense that he may input new sources and cross sec-

tions at each time zone. In order to accurately

model problems with time-dependent sources and cross

sections, the user must specify one time step per

time zone (NTS=I), and input the new sources and

cross sections at each time step. This procedure is

cumbersome, may require a large quantity of input

if many time steps are desired, and seriously slows

down the computation.

Three dummy subroutines and their appropriate

CALLS have been placed in TIMEX to facilitate user

modification of the code

lams. This dummy coding

SOURCE as comment cards.

and their functions are:

in order to run such prob-

aPPears in subroutine

The three dummy subroutines

TDQF :

TDxs :

TDFS :

Scales the inhomogeneous distributed
source, Q(NM,2,1T), and the boundary

sources (if any), QL(MM/2) and QR(MM/2),
by a user-coded explicit time-dependent
function. Since the boundary sources
are also stored in the boundary flux
arrays, BL(MM) and BR(MM), these must

also be scaled.

Scales the cross-section array C(IHM,
MT), the total cross–section array,
CT(IT), “the self–scatter cross–section
array, CS(IT), and the effective ab-
sorption cross-section array, CA(IT),
by a user-coded exolicit time-dependent
function.

Scales the fission array, CHI(IM,IGM)=

Xh+g(Wf)h, by a user-coded explicit

time-dependent function.

These dummy routines. are called in subroutine SOURCE

immediately after the appropriate arrays are read

from LCM storage. Subroutine SOURCE calculates the
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source to group g and thus these arrays read from 7.

LCM are for group g only.

G. TIMEX Problems with Feedback

Because of the wide variety of possible feed– 8.

back functional, no attempt has been made to in- 9.

elude feedback effects directly into the TIMEX 10.

code. In order for a user to run problems includ-

ing feedback effects, modification of the coding is

required. These modifications may be quite simple 11.

or quite complicated, depending upon the nature of

the feedback functional.
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