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Statistical Analysis in Nuclear Accountability:
A Simulation Approach
M. ®. Johnson, G. L. Tietjen, M. M. Johnson
Los Alamos Scientific Laboratory
Los Alamos, New Mexico, U.S.A.

ABSTRACT

This paper describes a ccmputer simulation approach to
modeling material balances and to deriving the limits of error
attributable to measurement prncedures. A new probability
distribution is presented whicli is usefu” in the computer
simulations. This distribution permit:s the investigator to
assess the sensitivity of initial distributional assumptions
on the computed limits ‘of error. The simulation epproach is
illustrated with a cose study example.

l. INTRODUCTION

In this paper we discuss the statistical treatment of the
numbers arising frowm the process of nuclear accountability.
Oour goal is to decide whether a given amount of material un-
accounted for (MUF) is actually missing from the facility or
is apparently missing because of combined measurement errors.

If the MUrF falls within certain computed limits, we con-
clude that it is within measuroment error. If outside thesco
limits, we conclude that some material is missirng. Our ap-
proach in calculating these limits on measurement error is
first to model the given process. This involves analyzing the
flow of material ii: the process and the associated measure-
ment instruments and practices (including calibration tech-
niques). We model each mecasurement in the process with a ran-
dom variable whose expected value is the true valuc to be mea-
sured and whose probabillity distribution reflects Lhe likely
variability in the observed valuec. We then cwploy a computer



program to simulate the process and to gencrate many realilza-
tions of the MUF. Given the simulated MUFs ifrom a model
which assum¢s no missing material, we readily can see the
variability which can be expected in the normal course of
cvents. 1Intervals containing the middle 95% and 99% of the
gencrated IUF values yicld recasonable estimates of the
"warning"” and "out of control" limits, respectively.

A much simpler approach to estimating these limits is to
assign a standard deviation (or precision) to each m=asure-
ment in the process and then ko assimilate this inTormation in
an overall standard deviation by propagation of error. TWhile
this gives an estimate of the variance, it is not known how
to usc such an estimate to form a confidence interval for the
mean. The usual pLactlce of taking 2 or 3 estinated standard
deviations on ceithar side of the mean as "warning” or "out of
control” limits dewends heavily on the assunption of normality.
Although this appreoach is casy to carry cut, the resulting
limits may ba poor estimates of the overall msasuremcnt error.
Frequently, measurements are the product of two values (for
example, weight and concentration) which can lead to non-nor-
mal plobab1]1ty distributions. 2Another major difficulty with
this approach is its inability to handle calibration errcrs.
Since calibration curves are estimated from the measurement of
standards (material with a "known" value), the mere assignment
of standard deviations to individual wmeasurements do2s not
accurately incorporate calibration errors.

The simulation approach requires considerable expertise
in modeliiug a given process, but leads to reasonable estimates
of the overcll measurement error. A desirable fealure of this
approach is that we can test the effect of onur distribution:l
assunptionz ou our cstimates cf measurement error. In particu-
lar, we can investigate the eflfects of departurcs from the
nuormal distribution assumption. This test is performed by
cxercising our computer model for a variety of assumcd probab-
ility distributionse. For each computer run, the estiwated
measurement error is obtained. The complcecte sct of those
estimates indicates the effect of the distributional assywmp-
tins. 1In the desirahle situation, the st of estimates do
not vary dranatically so that we can conclude that the vosultss
are not scnsitive to the initial assumptions. Scensitivity
analysis is an esscn:ial tool in evaluating the sinulation
model and assessing the appropriateness of the costimates of
measurenen error,

In section 2 we describe a new family of symwcetvic uni-
variate probability distributions which can enhonce sensitivi-
ty analysis sLudies, as described above. This fawnily is par-
ticularly useful in analyzing quantitativeiy the effect of
dcpuctures from normality on the estirates of measurcment
error. The proposad femily includes as special cases the uni-
form and normal probability distributions, which are commonly
used in nuelaar accountability. The kurtosis of the famlly
(i.c., the Ffourth stardardized momenlt) which is an indicator
of tail weiqght, varies from 1.8 (Lthe uniform) to 3.0 (the
normal) to 5.4 (a heavy-tailed distribution). Ucaca, the
family includes a broad spectrum of probability distributions.



Rancdom variates from the proposed family are easy to gencrate,
and thus, they can be used in the combuter simulation model.

The simulation approach together with the new family of
distributions leads to robust estimates of the overall mcasurc-
ment error. In section 3 we describe in detail a case stndy in
wvhich measurement errors for a particular procesc were esti-
mated by simulation. We conclude that our approach leads to
reasonable catimates of overall measurement error.

2. DPROPERTIES OF TIE WEW DISTRIBUTION

The proposed distribution hus vrobabllity density function

_ /ol (a=-1/2) 2 (x-11) 2
f(x) := Torta) /3 [l - H(——gaﬂ———. 1,

for « > 1/2, =w ¢ x € v, 11 is the distributlion function of a
ganma random variable with shape parameter o - 1/2 and scale
paramcter 2. Mumnarous properties of this distribution are de-
rived in [1, 2]. Properties of importance to nuclcar materials
sinulation apnlicationz are enumerated holow.

l. A random variable X with the density f i1s symrmetric
and all moments exist. In particular, the mean of X is u, the
variance is ¢2, the slkewness is 0, and the kurtosis is
1.8(x + 1) /.

2. The lkurtosis can assume any value in the interval
[1.8, 5.4). For a specified kurtosis, say By, set
oa=1.8/(B, - 1.8). ’

3. A rang~ of distributional properviies is obtained by
appropriate choice of param:ters. For ¢ = 1.5, a normal dis-
tribution is obhtained. As a tends to infinity, £ approaches
a uniform digsiributiorn. More gencrally, the probability in the
tails can be regulated by the choic: of o: large a gives light
tails, o near 1.5 givus medinme tails, and heavy tails arc ob-
tained for o ncar 0.5.

4. The proposcd distributlon can be easily gencrated on
a digital computcr. One algorithm is as follows: Generate
a2 gauma variate x; with shape parawnter a and scale parameter
2. 'Then, gencrate conditionally a uniforx: variate x; on tho
interval (-vx;, ¥x%;). A rardom variate with density £ is
/(1.5u)o%; + 4. Rccommeundations for the appropriate gamna
geacration algorithw are given in [3].

5. By usinag a compuler simulation program for a range of
a values, one can asscess the effects of almost any typce of
symmetric non-normality on the simulated rcsults.

3. CASFE STUDY

In this snction we describe the mazthndology for computing
limits of error (LF) in a process for recovering uranium from
mctal scrap. We first describe the physical material. We
then diecuss the material bhalance arcas and the measurement
devices and practices. Finally, we present results frow a
computer simulation model which is uscd ko estimate LE.



3.1. Physical Miterial

A part of the uranium reprocessing operations at the Los
Alamos Scientific Laboratory consists of recovering uranium
from turnings crcated in machining wvranium retal. After
burning tc eliminate oily residues, this malerial is stored in
cans in a vault for possibly several months. Pe.iodically,
several cans are removed and their contents diszolved.
Ultimately. itairly pure uranium oxide is rvrecipitared.

3.2. Matevizl Balances_and ‘Measuranents

We concuntiate on two material balances in the recovery
process. Uez2fore a can Lls placad in the vault, its conteiits
are burned Lo an oxide arnd a non-destructive aszay is per-
formed using a random driver device. This dcvice is calibrated
with stundarxds ot 250q, 500g, 1000g, 1500g and 2000g uranium
per can. T:ore are five rorlications per can during the
calibration rur. Each can in the vault usually contains 1500g
to 2000g uraniur. Onc material balance a.ca is defined hy
considering a wrocessing batcli of 4 or 5 cans. The correspond-
ing MUF is the difference between the total uraniuvwm assays at
the timcs ¢f putting the cans in tl-: vault and taking them out
of Lhe vault.

The batch can uswally be completely dissolved in a nitric
acic solution. The volunie of the solution is tvpically 30 to
40 liters and is obtained from reading graduated cylinders
(especially designed for radioactive solutions). The concen-
traticn is detzrmined from a non~destructive uranium solution
assay device (URAD) vsing a 20 ml sample. The calibration
standards usced for tlhia device are 150, 250, 300 and 350 grams
uranium j-.:r liter solutions with five replications each. The
prodict of the voluwne and the corcentration vield an estimate
of the uravium in solution. The second material balance area
is defined by the maleorial as it leaves the vault and thea
uranium in the solution.

3.3. Conmputcr Simulation Model

The problom is to derive LE for each of the material
balance arwaas defined in seztion 3.2. Under the assumption
of no hold up or diversion, the corresponding MUFs can be
modeled, as follows:




s th .
xi = random ariver measuremcent for i can as 1t enters
the vault

Yy = random driver mozsurement for ith can as it lcaves
the vault

n = numbcr of cans

a.,b, = estiniated calibration constants asswning a linear
relationship Y < bixi +oa;

V = volume weasurement
C = concentration measuiremenk.

Ve can treat cach of the measurenents and estimates as random
variables, with a variance derived €rom historical or designci
exrerimentation. For investigating particul .r MUPs, we use

the observed measurcments as the mzans of the random variables.
For the estimated calibration "coustants," we simulate readings
for the standards and fit a line to them. The slope of the
fitted line is by; the intercept is aj. &Since the scts of ran-
dom driver meaaurcmuents are taken mwmths apart, different cali-
bration censtents are simulated for the repeated measuremants
on a batch of cans.

The next step in the methodology is to simnlate in a com-
putcr projyram the models for MUF1 and MUF2. Naturally, we use
the proposed distribation of section 2 to model the individual
random variiables. From the previous paragraph, tne valuces of
¥ and o? are determined, and the parameter a gives us a deqrec
of freedom in a sensitivity analysis. In particular, we caun
sclect, say, five kurtosis values 1.8, 2.5, 3., 4. and 5.3 with
corresponding n values «, 2,57, 1.5, 0.818 and C.511. Evoun-
tually, we compare five sets of costimntes of LE., The details
are apparcent fro:w the subsequent cexample.

Consider, for illustration, four cans with initial random
driver measurcments 1688g, 1676g, 1723g and 17059 and with
later random drivoer measurcnients 1735¢, 1719g, 1719g, and
1682g, respectively. The MUr for this matericl balance area
is 63g gain. The solution assay is 6584g with a volume meca-
surement of 26.2f. Thus, the second malerial »halance area has
a MUF of 271g loss. Are these MUFs witnin their limits of
error?

Our approach to the question is to simulatc five replica-
tions of 1000 samples of MUF1 ané MNF2,. Each sct of 1000
values is scrted, and the 5th, 25th, vY/5th and 995th observa-
tions provide cstimates of the 9.5, 2.5, 97.5 and 99.5 per-
centiles. Denote the four cstimates as p3i, gj, ri and sj, re-
spectively, where 1 is the replical:ien. S8ince the limits arc
symmotric, we can justify estimates of the 95% warnings -limits
as + Imedian |qj| + median 13]/2 and the 992% out of control
1imTts as + [median |pj| + median sj1/2. Certainly, other
estimates could be proposecd, but ouwr cxpoarience indicates these



to bz robust.

The resgulting c..limalces he simulation run are glven
in Tables I and II.

From these simulation results, we can obscrve that the
63q MUF gain and the 271q MUF loss arc within their respective
IL “or all distributions sampled. W2 concluda the MUFs repre-
scini material apparen:ly missing because of combined measure--
ment errors. We also nLokice that the LF estimatos are reasona-
hly stuble over the rang: of distributions samplad.

4. COMNCLUSIONS

In this paper we have presgcented a computer simmulation
methodoloyy for determining limits of error for material
unaccounted for. This approach is slraightforward, leads to
reaszonable I estimates, and car incorpsrcate mrasurenent errors
induced by calibration. The nev probabillity distribution can
be used effcctively to assess th2 impact of non-normmal dis-
tributional assumptions. This facilitates the analysis of
computed warning and out of control limits. An coxample has
beon given vhich illustrates the methodology.
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TARLE I. MUF1I RESULNMS.

Est. 95% Linits

+319g
+331qg
+328q
+311q
+313¢

TABLE 11. MUIrZ IESULTS.

Cek. 95% Limits

+273¢q
+272q
+274¢g
+279¢g
+280y

Bsl. 99% Limits

+419g
+435a
+436q
+4152qg
F443g

Fsif:, ?29% Limits

+355¢g
+360g
+35Gq
+370g
+378g



