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ABSTRACT

The ideas of the two-field (6 equation model) and drift-flux (4 equation model) description of two-phase
flows are presented. Several example calculations relsting to reactor safety are discussed and comparisons of
the mimerical resalts and experimental data are shown to be in good agreement.

I. INTRODUCTION

In many reactor safety problems, the presence of several phases such as bubbles, chunks, or droplets im-
mersed in a continuous fluid introduces the pussibility of time-dependent relative motion, and accordingly, the
mathematical description requires more than one set of field variables to adequately specify the dynamics. The
two-field or six-equation model offers the most comprehensive and detailed description of two-phase fluid dyoam-
ics [1]. Tt is based on separate sets of field equationa governing the two-phase dynamics. The model is formu-
lated on six conservation equations, i.e., mass, momentum, and energy for each phase, coupled through the condi-
tion of pressure equilibrium between phases, equation of state data, snd the threu required constitutive rela-
tionships for interfacial exchange of wass, momentum, and energy.

For many problems in reactor safety analysis, thie full two field model may be simplified for a two-phase
m{ xture in the Arift-flux approximation. In this model, the fluid ie treated aa an inhomogeneous mixture with
terms describhing motions of the center of mass and the deviations due to relative phasic velocities [1].

We will hriefly nresent the mathematical models and then apply them in their numerical approximation to a
few examples.

I1. HATIEMATICAL MNDELS

In the miltifield formnlation, each phase is governed by a separate met of field equarions for mass
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The aquation-of-atate may be expressed as p = p(p,1), T = T(p,I), or p = p(p,I), T = T(p,1), in which the mcrn-
ncopic density, ¢, is related to the macroscopic density, p', aad the volume fraction, a, by p = p'/a. It in
implicity in thia furmulation that summing the volura fractione over all fielda is {denticslly equat ¢n unity.

1 whitith are

reapectively, sour~er or sinka of mass, momentum, and {nternsl energy density. AAdditional coupling hetween the
rhanes exisats through the ef”ective drag function K, where u {an the mesn reaistive velocity for the phaae, and
the energy oxchange function R, whore T {s the mean exchange temperature for that fleld. nNther terms acconn. for

Tn fqu. (1=3), intecractions beutwren the phames due to phasa tranmitiona sre described by Sp, §m' and S

the ef facta of viscous miraas, V, viscous work V’. und the rate of production of interne! encvrgy denmtiry due to
momentum exchange, A.

A ninerfcal method for the transfent, two-dimensfonal, two-phase solution of fiqa. (1-3), with the asmumprinn
that the liquid is incompressible, was firet proposed by Harlow end Ameden [2] and {mplemented in 1he KACHLYA
code [3]. The fleld eyuations are implicitly coupled in their numerical repreesntation to allow for atrong in-
terfac{al momentum interactions and use {s mado of the Implicit Continuous-fluid Lulerian (1CK) technique [4] to
allow for beth low-apeed snd high-apeed flow calculetions. Ths Teaulting numerical technique i referred to am
the lmplicit “ulti-Field (IMF) method. K-FIX (KACHINA-FPully Implicit EXchange functiona) [$%] followed KACHINA
with the follosing Thprnvcmortnl (1) full comprouuihlllty 1n Fbth fielda, (2) 1mp1tc1t calculation uf the votid
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The source terms for the liquid field equations in K-FIX are:

(5.}

ol - Jc -1

where Je and Jc derate the .aass transfer per unit time and volume dur to vaporation and ccndensation, rempec-~

tively;

where Gv and Gz represent the vopor and liquid velocities, respectively (Note that the valority of the donor ma-

tieral 1s used in this momentunm relationship as & first order approximatior to the effective mixing velocicy at
Lhe vapor-liquid interface); and
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where hv is the specific enthalpy of the vapor. The source terma for the vapor field are written in similar
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The viscoua stress terms are 6! - V-(alal) snd Vv - 7-(uv3v) wiich involve the u9.al Newtonlan stress ten-

anrt, 81 and Ev' for the liquid and vapor, respectively. \e assign the momentum exchanpe disasipation, A, due to

drag anod phese change to the vapor energy in the form
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a0t the viscous work termm are piven by (vt)l o) ulal-(Vul) snd (vl)v - uvav-(Vuv).

The wet of flield equations we have discuased gbove im writien ir finite Alfference form for their nunerical
avlution by an extension nf the IMF technique. This semi-implicit rmethod sllows for all degreea of momentum cou-
pling hetween the fieldw, from very looss a&s occura in separared flows to very tight coupling as occurs in dis-
perr+d flows. It mlso allows both supersonin and far subvonic or incompressibie regions without time step re-~

strictions other than the classical materisl velocity !I ‘'tation, &t < 6;/5. Thias is accomplished by implicitly
treating those terme having to do with signal propagution end int rfacisl momentum tranafer. 1n sddition, expe-
rience with two field modeling has shown aignificant time atep advantages by {mpiicitly coupling phame transi-
tions and interfacial hest tranafer to the fluid dynamica. Basically, the idea is to lmplicitly treat all of the
interfacial exchange tarma and the premsurs terms so that st the end of the iteration procedure the veloncitienw,
temperatures, densitiea, and the presasure are all coasjetent with tha effacts of the interfac!ial mxchange terms.
The importance of thi{s coupling can ba pointed out by conaidsring the effsctu of phasze transitions nut dccounted
for {n the ICC preasure iteration, and therefore, not {nfluencing tha dynsmics. Inaccurscies mey be {ntroduced
in the propsgation of compreasion snd rsrefaction waves when significent phare change occurs during a single time
step. Io addition, a large phaae change in s aing'e time atep may slso drive the zquation-cf-state prassure far
from the valus srrived at in the pressure iteration; sv excesaive iterations may he reaguired to solve the implic-
ft equstions in the next time rycls. 1In anrtreas cases, the presaure ce- begin onacilletina from time cycls to
time cycle, and the premsurs {iterastinn may eventually fa{l to .onverge. Tighter coupling between tha premsure
fteratinn and the explicit phase tvanmition can he achieved, which would dfuwinish or eliwinate the prohlems die-
vunaed ahove, by significently reducing the time atap. Thisw would lead tu a atable and more accurate solution
hut the prohblem computer run time may hecome prohihitiveiy long.

For many problems in reactor safety sanalysis, the full two field mode. may he aimplified for a two-phame
mixture in the drift epproximat{on. The SO0LA-DF (50Lution A’ gorithn-Drift Flux) [6] computer code wolvea the
1 {mp~Aependent, two-dimensional drift flux furmulation. If we defie the mixture dendftv ss the sum of the mac-

roncroplc liquid and vapor denaities, G pi + p;, the mags average welocity, Gn, ia Aafined ta such 8 wan that
Dmﬁm carries the total momentum of the two-phass nmixture, Pl * piul + p;uv. sid a relative velocity, Gr' be~

tween the two pheses as Gr = Gv - Gl' then it ie straight forwsrd to derive the mixture masa equation
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the mixture momentum equation
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and the mixture internal energy density equation
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vhere I = (p",Iv + pilz)/pm-
The equstions-of-state and the drift convection of the specific internal energy equation req.iire the
knowledge of Iv aond Iz. Several possibilities are available:

(1) Assume that the liquid and vapor phases are at the same temperature, or

(2) When the heat condiuction hetween phasea is small, assume that the vapor phase is at caturation with tha
local preasure.

Another indeprndent relationship is needed for closure. An expression for the relative velocity Gr. can he de-

rived [7] from the momentum equations. Basically, one neplects the phase transition and viscous 3"ress terms,
and rewrites the reduced momentum eaquations in nouconservative form by subtracting from each the prcper continai-
ty equation, neglecting phase transition terms. Thesea resulting equations are aubtracted from each other yield-

ing transpor: equations for Gr'

fle can estimate the drag function K from the drag on an individual bubble (or droplet) times the number of
buhbles (droplets) per unit voluma, N, by

y.ﬁnf,-.;..\l_v (3
* 7 Ba, | AlTr 3 i '
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vhere

a *a v= vl(l - a)-z's for a < 0.5 ,

a = (l~a), v= v -z'sfor ad 0.5 .

Cd in A drag coefficient (penerally of order unity), S is the cruss-sectional area per unit volume of bubblens
(droplets) with radius r°.
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and v is the kinemetic viscosity. The average radius s related to the number density by the expressiona
LN (Ja/AwN)llj for a < 1/2 and ty " [3(1 - a)/uN]l,3 for a > 1/2. The bubble number N is often assumed to be

a constant independent of space and time. This, of courae, is an approximation that will not work when preferen-
tial nucleating sites are desired. Although N muat be estimated for each calculation, a locally variable N can
sometimes be est{mated in terms of a critical Weber number. Iodificationa to these expressions for more complex
flows than individual bubbles or drops are discussed ii. Ref. [8].

Like K-FIX, SOLA-DF makes use of a semi-implicit formulation in which a variation of the ICE technique is
implemented to obtain the numerical solution of Eqs. 4-8.

II1I. EXANMPLE: CORE~-BUBBLE DYNAMICS FOR LIQUID METAL FAST BREEDER ACCIDENT ANALYSIS

Safety analysis of the liquid-metal fast breeder reactor has focused on hypothetical core-disruptive acci-
dents. In one hypothetical scenario, a sudden increase in fuel temperature due to a power burst causes the fuel
to melt and vaporize at verv high pressures. The expanding bubble of fuel vapor can then vent through the upper
co~e structure into the sodium pool that covers the core region.

The dynamics and energy ylield of this bLubble ejection must be determined hefore we can assess the mechanical
work that would be dune by the sodium pool on the vessel head. The dynamics of the bubble expansion have been
simulated by experiments in which a chamber filled with high-presgure air is ruptured and the resulting high-
pressure jet of alr expands into a water-filled chamber above. Shown in Fig. 1 are frames (courtesy of Argonne
Yational Laboratory) from a high-speed motion plcture of one exjariment and correspnnding plots of marker parti-
cle configuration and velocity vector field calculated with K-FIX [5].

As a diaphragm to the high-pressuce chamber is ruptured, the surge of air increases the pressure in the
vater-f{lled chamber. The momentum ‘mparted to the water leada to an overexpanaion of the air and a subsequent
drop in huhble pressure. The pressure continues to decrease until 28 milliseconds when the bubble reaches its
maximum volume. The bubbhle begins to collapse into the toroidal shape shown #t 40 and 50 milliseconds. During
the collapse the hubhble pressure increases from the downward-directed momentum of the water. Beyond 50 millisec-
onds the pressure tends to equilibrate, and the bubhle hreaks up under the action of turbulence and buoyancy.

The velocity vector field showa a spherical distribution at 10 and 20 milliseconis. At later times, the
bubnle collapse is evidenced clearly by the reversal of the velocity vectors and the ccondary-flow vortex pat-
tern set up hetween the centerline and outside boundary. The vortex hecomes smaller until at S50 mill{seconds it
13 isnolated in a corner with most of the velocity vectors directed toward the lower chamber opening.

Calculated aad measured pressures in the hlowdown vessel, on the base plate and on the vessel head are shown
in Fig. 2. Although this example does not make use of the full power >f the multifield method, it provides an
excellent test of the code’s ability to calculate separated two-phase flow iu the low Mach number range [9].

IV. EXAMPLE: CRITICAL FLOWS IN TWO-PHASE SYSTEMS

Nne of the most important phenomena determining the durat{on of the depressurization, or hlowdnwn, phase of
a large-hreak lors-of-coolant accident is the rate at which coolant exlii14 from the hroken pipe. Ue know from oh-
sarvation that the flow out the hreak reaches 1 maximum value ¢ndependent of the pressure difference hetween the
ins{de and t'e outaide of the pipe break, provided that the preemure Aiffuerence is Rrester than a critfcal val-
te. This limiting flow phenomenon is called critical, or choked, flow. It is well understood fur single-phase
compressihble fluids, hut, at the tiwe we hegan our study, thermodynamic models and one-dimensional fluid-dynamic
calculatinng of two-phase critical fiow often did not accurately predict the observed data. cCalculated values of
critical fliow velocities were usual'y too large and had to ne multiplied by empirically Jdetermined factors knoun
am bhreak-flow multipliers to achieve agreement with measured values. 0Nur stiudies, based on a two-dimonional *he-
ory, aliow that nozzle guometry and nonequilibrium effects muat be {ncluded to predict the critical flow velacity
accurately.

‘lhen a single-phase comprestihle fluid flows through a noezle, the critical flow velocity equalas the speed
nf sound st the nozzle throst. The physical explanation is sinmple: When the fluid is moving with the apeed of
sound, a downatream pressure disturbance propagates upstream as faat aa the fluid {s moving downstream, so the
net propsgation of the disturhance {4 zero. Therefore, under critical flow conditions, the nvzzle throat acts as
a barr{er tu any downatreem pressure changes. The limitiag flow velocity can be altered only by changing the
conditionn upatream of the thruat.

The vapor-liquid mixture, which {s also a compreasible fluid, exhibits a similar but much wmore complicated
phenomenon.  The criti-sl flow velocity is st{ll the smonic velocity at the throat, but the monic velocity iu af-
fected by vaporization along the accelerating flow path, by the spatial Aistributions uvi the 1iquid and the va-
por, and by nonequilihrium effecta that occur when the liquid phase superheats because of rapid depremsurica-
tion. The monfc velocity in a homogensous two-phass mixture can be far less than the sonic velocity in either uf
the separate ningle-phase componenta. Thia reduction is at.rihuted to the vapor’s acting as a weik spring cou-
nled to the large liquid masses.



Equilibrium Two-Dimensional Calculations of Critical Flow Rates
Using a homogeneous equillbrium model [R = w, K= =, andee - C(TL - Ta)' where C is sufficiently large to

maintain T, = T =T |, we calculated the critical flow rate for a blowdown experiment at the Semiscale
L v saturation

test facility [10]. Semiscale is a small-scale version of a pressurized-water reactor primary system for study-
ing loss-of-coolant accidents resulting from the break of a large cooling pipe. In the experiment that we ana-
lyzed, the pipe break was simulated by a nozzle known as the Henry nozzle (Fig. 3). We used the conditions meas-~
ured a short distance upstream from the nozzle entrance as boundary conditiona for our calculationt and solved
the fluld equations in the immediate neighborhood of the nozzle.

Our initial calculations involved determining the critical flow rate 15 secnnds after blowdown began. At 15
seconds, the vapor volume fraction is fairly large and the flow rate is likely to be independent of the vapor
produc ion rate, so we asiumed an equilibrium phase-change model. In other words, Je was chosen large enough to

maintain the vapor and the liquid at the saturation temperature for each value of the local pressure. The bound-
ary conditions upatream of the Henry nozzle entrance were 48 bars for the pressure, 534 kelvin for the tempera-
ture, and 56 kilograms per cubic meter for the mixture density.

We varied the pressure at the nozzle exit between 45 and 10 bars. For selected pressures in this interval,
the computations were carried nut until the flow reached a steady state, typically at 8 milliseconds after start-
ing the flow from rest. The computed average masa flix and throat pressure are shown in Figs. 4 and 5. Flgure 4
indicates that the flow reaches a limi:ing value as the exit pressure is reduced. The computed critical flow
value 1s in good agreenent with the measurements without the uae of a break-flow multiplier or any other adjust-
ment. The corregpondiig one-dimensional calculations also exhibit a critical flow as the exit pressure is re-
duced, but the computed mass flux must be multiplied by 0.8333 to agree with the data.

To understand the nature of the two-dimensional calculations for a similar experiment in which the tlenry
nozzle was replaced by the nozzle deaign used at the LOFT (loss-of -fluid test) facility. Although the abrupt en-
trance to the throat of tune LOFT nozzle (Fig. ) would seewm more likely to exhibit two-dimensional effects than
tte tapered entrance to the Henry nozzle throat, our one-dimensional results for the LOFT nozzle need only a
small correction to agree with the two-dimensional calculation.

e studied the effect of entrance geometry further with a two-dimensional calculation for a Henry nozzle
modified so that the entrance to the throat was abrupt rather than tapered. This change in geometry produced
oniy a small change in the mass flow rate and the throat pressure.

Ylext we investigated the effect of varying the ratio of throat length to throat diameter for the general
geometric configuration of the LOFT nozzle. Figure 7 shows the break-flcw multipliers required to reach agree-
ment between one- and two-dimensional calcula’ ions for variouus ratios. If the throat length is short relative to
it diameter, two-dimensional effecta are large. But for ratios greater than about 5, two-dimensional effects are
no longer important and the exit flow can he described hy a one-dimensional calculation.

A detailed look at the velocity profiles explains this effect. At the throat entrance the radial velocity
componenta are negative and, accordingly, accelerate the central axial velocities. Therefore, a strong radial
velocity gradient develops in the entrance region. At a short distance downstream, the radial velocity compon-
ents become positive and transfer momentum rapiily outward from the center. liere, approximate onn-dimensional
velocity distributions develop. However, if the throat length is too short for the flow to develop a one-dimen-
sional velocity profile, the one-dimensiovnal models will require a hreak-flow multiplier to agree with observed
data.

Effects of Nonequilibrium Phase Change

The calculations presented so far have corresponded to homogeneous equi’tbirium phase change. To assesy the
relative importance of nonequilibrium phase change, we calculated the mass flow rates at the nozzle exit dur.ng
the first 20 sec.:nds of blowdown using two phase-change models, the equilibrium model described above and a mode'
fn which the phase change is zero. Figure 3 shows the calculated values and experimental data for the lenry noz-
zle. The values were obtained by multiplying the results of a onc-dimensional calculation by the calculated
break flow multiplier for the Henry nozzle.

Nuring the first 3 seconds of hlowdown the fluid entering the nozzle is single-phase liquid. 1lts tempera-
ture {a initially 2R kelvin bel.,w the saturation temperativre, but, as the pressure decreases, the fluid raptdly
reachea the saturation point and becomes superheated. The fact that the data lie between the calculated extremes
in:ticaten that nonequilit.fum phase change occurs during thess firat few seconda.

After 3 seconds, when a twc-phase mixture entera the nozzle, the calculacion with equilibrium phase change
agrees with the data. Finally, after 10 seconds vhen the mixture entering the nozzle i3 mostly steam, the calcu-
lated mass flow rates for both vaporization modeles coincide with each other and agree with the data. The flow
rate im independent of the vapor production and ia salsely determined by the upstream conditi{ons.

To calculate the wonequilihrium affects duriuyg the first 3 seconda, we nead a detailed model of .aonequilib-
rium vaporization [11]. In a stationary environment, depressurization would lead to vapor production and bhuhible
growth with the growth rate controlled by heat conduction to the huhble aurface according to the relation

2
- OGO

vhere r is the bubble radius, p, le the microscopic liquid deneity, o, {s the microsvopic vapor density, a 1is

1
the liquid thermal diffusivity, €. {s the liquid specific heat, T 1is the bulk liquid tempaerature, Tlnt is the

1 1



saturation temperature. and L is the heat »f vaporization. During the depressurization and acceleration of the
fluid through a converging nozzle, the bubble growth rate vari{es because 'l‘"t and ey depend on the pressure and
T1 decreases as heat is used to vaporize the liquid4. The instantaneous bubble radius thus depends on the entire
bubble history.

The vapor volume fraction a is related to r and N, the number of buubles per unit of mixture, by

as=N (% nrj) . (10)

Combining Eqs. 9 and 10 we derive the following expression for Je'
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For application to the highly dynamic environment of a critical flow, we retain the form of Eq. 11 but
choose a liquid thermal diffusivity and bubhle radius that reflect the combiied effects of relutiva motion and
tiurhulence. These modifications allow the model to approach the correct limit in a quiescent environment.

In general, there is a spectrum of buhbble radii, but we choose the critical radius for bubble breaxkup to
characterize this spectrum. We determine an initial bubble radius by specifying initial values of N and «. The

buhbles grow according to Eq. 9 with a replaced by a, a liquid thermal Aiffusivity enhanced by relative motion

and turbulence. Consequently, the “ubbles grow faster than the conduction-controlled rate. The bubbles continue
to grow until they reach a critical size, determined by a Weber number criteriou, and then begin to hreak up.
The il.oer number characterizes the competition between the dynamic forces that lead to bubhle breakup and the re-~
storing force of surface tension. From this point on, the typnical bubdble radius is taken as the cricical radius
and the specified initial numher of bubbles no longer plays a role.

The critical radius for bubble hbreakup is given by

2.30

Teritical =~ 2, 7 .1/3 °* (12)
v (plpv)

where g {s the surface tension and v i3 the relative speed between the bubhble and the surrounding fluid. T» in-
clnde the contribution of local turbulent fluctuations in the liquid to the relative speed we write v as v = Bvl.
where \2) is the liquid apeed and 8 is a function of vapor fraction. We choose valucs of 8 consistent with oh-
sarved turbulent velocity fluctuati{ous, which are generally less than 10 per cent of the mean flow veloclty. To=-
ward the niddle varorfraction range, £ increases hecause of increased turbulent mixing from the higher shear flow
assoclated with thianing liquid sheets. The incrcase in g may also result from an increase in the relative ve-
locity. '
The enhanced liquid thermal diffusivity n that replaces a

in Eq. 11 is am g + Brv, where B is an empiri-

1 1
cally determined dimensionless constant. The value of B = 0.1 matches the flow rate data for the Semiscale
teits. The range of applicability of this value can only be accurately established after extensive data compari-
sone.

In Fip. 9, the nonequilibrium results for the mass flow rate during blowdown are compared with th: data for
the llenry nozzle from Fig. 8. The nonequilibrium results agree very well with the measured mass flow r.te during
the entire perind of blowdown. However, at early times the calculated throat pressures (Fig. 10) are higher than
the measured wall pressures at the throat cntrance. This im believed to result from the combination of noncqui-
librium and two-dimensional flow in the proximity of the corner. ithen suhcooled liquid enters the nozzle a non-~
equilibrium condition may result in the rarefaction region that allows the local pressure to drop slightly below
the saturation pressurs based on the liquid temperature. When two-phase flow ontera the nozzle, however, the in-
creased surface area cf contact hetwesn the phases and increased nmixing result in a much higher flashirg rate and
henca mich less departure from equilibrium. It ie important to recognize in comparing pressures that the one-
dimennional calculated results yield an srea average pressurs whereas ths data reflect a local wall value close
to the corner. Comparisons with mass flow ratea, on the other hand, involve {ntegral quantities that should he
accurately calculated even in the limited resolution of one-dimension. Flgures 11 and 12 show the equilibrium
and nonequilibrium calculated results comparsd with dats for the LOFT nozzle of Fig. 6. The agreement with mass
flow rates is apain very good for the nonequilibrium resulta. Subatsntial nonequilibrium exi{stms at carly time
even with the lounger throat length, wince the dats lis well ahove the equilibrium results. It {s interesting to
note that instead of slightly overpredicting the wall pressure in the throat at early time we now slightly under-
predict it and the data are much closer to the equilibrium results. The fact that the observed wall pressure at
the throat entrance is closs to the calculated equilibrium velus yet the obmerved mass flow rate is higher than



the calculated value indicates the occurrence of aignificent local vapor production near the presavre tap. Thias
detail may well be e conaequence of the abrupt entrance combined with a coneiderably greater diatance from the
corner to the pressure tap for thia nozzle than fer cne Henry nozcle.

Momentum Exchange

The transfer of momentum between phasea in the interpenetrating flow of two materials has been examined by
means of an “svailable-momertum™ concept [12]. A transformation of coordinates is made to a eystem in which the
two materialse have equal armentum flux into a control volume, and the fraction of lost momentum in thet volume is
related to the interactini area per unit volume between the materisle, f/r, in which f is a dimeneionlses quanti-
ty and r ia a measure of the local flow scale. The reault of the snalyeis is s dreg coefficient between the liq-
uid and vaper phasss,

fopoy|%y - Ul

R = O g B
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With this type of momentum exchange model, we have obaervad alip ratios of up to 1.25 for the critical flow simu-
lations. We found that for theae calculationa, the reported reaults vere relatively insensitive to th: form of
the momentum exchange function. Since the agreemant achieved between the two-dimensional calculations using no
slip (mechenical equillbrium) and the Semiscale data was very good, it does not aeem warranted to use detailed
momentum exchange functions for criticel flows. There are, how=ver, other applicationa where relative velocity
effects are important such as downcomer flowa [13].

Energy Exchnnge

We have investigated two approaches for energy exszhange. The first is simply thermal equilibriam in whlch
the liquid, vapor, and saturation temperatures are all the same, and the second ia the vapor temperature is equal
to the aaturation temperature corresponding to the local pressurs. 0Once again, the calculated results for
critical flows are inaensitive to the use of either of these energy exchange models.

Nther Critical Flow Studies

In addition to thess small-scale tests, the nonequilibrium model has been tasted againat data obtained from
the fitll-acale critical flow project at the 'larviken facility in 5Sweden (Figs. 13-16), from the low-presaure '10BY
DICK loop at the Nuclear Studies Center in CGrenoble, France (Fig. 17), and from the low-pressure critical flow
loop at Brookhaven National Laboratory (Fig. 18-19). These testa involved fluid pressurea from about 90 bara
down to slightly greater than 1 bar. Pipe diameters ranged from 75 centimeters down to a few centimeters. We
encountersd no acaling problems in going from small~- to full-scale geometries tecause the nonequilibrium model is
bagsed on local flow and thermodynamic conditions.

Summery of Gritical Flow Studiss

These studies have proved to be an important conrribution in predicting two-phase homogeneous critical flows
through nozzles. We have ahown that two-dimenaional geometric sffects not accounted for in one-dimensional cal-
culationa reduce the critical flow ratea and therefore extend the duration of hlowdown. We have also shown the
nonequilibrium effects reduce the duration of blowdown becauss they increase the sound speed and therefore the
critical flow rates.

V. FEXAMPLE: FLUID-STRUCTURE INTERACTIONS

Pressurized-water reactors operate at relatively high preasurs, typically about 150 bars (about 2250 pounds
per squers inch). Consequently, a sudden break of a large inlet or outlet pipe will produce atrong depressuriza-
tion waven that cen craats vary high transiant etressea in the resctor atructure. Large-pipe hroaka are not ex-
pectud, sven as a result of earthquakes, corrosion, or asudden changes in reactor power. Ilowever, reactor systems
are designed so that, should ons occur, the reactor iteelf would not ba damaged and no einificant amount of ra-
diosctivity would be relessed. To detsrmine the margine of safety under these extreie conditions, it is neces-
sary to celculate in detail the dynsmic intersctions betwsen the fluid and the structural components following a
audden break.

During normal operation, water enters the resctor vesssl through an inlet pipe and flows down the downcomer
and up through the cors (ses Fig. 20). The cors is sepsrstsd from the downccmer by e cylindrical ateel shell,
the cors barrsl. The cors barrel ssrves a dual functiont it holds the fuecl codes rigidly in place and separates
the cold incoming water from the hot weter rising in the core.

Should an inlet pipe brask, a depressurization, or rersfaction, weve will propagate into the downcomer at
the spssd of sound in the water, juet under 1 metsr per millisscond. Ae the wave propegates down the downcomer,
it leaves & low-pressurs region hehind it. The resulting high pressure difference across the core barrol cauaes
fts outwerd dieplacement. In addition, & precursor weve propagates down the core barrel ahead of the main wave
in the weter (the spsed of sound in eteel is about 3 times greater then in watec' . hut ite effect ia small. The
motinn of the core barrel gensretes ecoustic vaves in the water in the core, but thmr effect also is expected to
be amall.



Theae phenomena can be anticipated qualitatively, but in order to quantify them, we need three—dimensionsl
codea for both the covplex steam-water flow ard the structural motion to calculete the fluid pressure and the
atresaes in the core barrel.

To model the fluid motion we used a three-dims...‘onal veraion of K-FIX [14], and to model the core barral mo-~
tion, we duveloped a special-purpose code callad FLX [15] that solves the thres—dimenaional Timoshenko shell
equations with &n explicit finice-difference technique. (In the earliest work on thia problem, the core bharrel
motion vas represented by the claaaical theory of beams, but we rejected this spproximation becauss, for eremple,
it cannot account for local deformations of the core barrel, particulerly where the cylindrical shell bulgea to-
ward the break. tle alao rejected the normal-mode description because it is difficult to formulate mathematically
and cannot eaafly accommodate changes in the boundary conditions or modificatiou to the structure.) Our finite-
difference veraion of the shell equations is relatively atraightforward and cen be integrated numerically with
the very Jine time and 3jpstial reaolution needed to simulace the complex wave patterns generated by sudden load-
ing.

The coupling of fluid dynamics and atructural motion {s accomplished in two parts. The fluid-dynamics code
computea the pressurc gradient acting on tlie core barrel and thia preasure gradient ie used in the etructural
code that aolves the Timoshenko ahell equationa. The motion of the core barrel changes the width of tha down-~
comer and, through thia volume change, affects the fluid density. The fluid-dynamice code then incorporatea the
new density and computua the corresponding flow and piesaure fielda.

It ia not neceasary to use the same zoning or time stepa in the two codes. In fact, we usually run the
structural cude with a tims atep lesa than a tenth of that used in the fluid-dynamica code bacause of the rela-
tively high sound apeed in the steel core barrel.

In June 1780, the firat of a series ol axperiments was carried out at HDR (Fig. 21). The fuel rods are sim-
ulated by a l0-metric-ton ring su’'orted at the bottom of the core barrel. The height of the facility is typical
of preasurized-water reactora, but its diameter is conaiierably smaller.

The response of the HDR core barrel to a guillotine break in a cold leg was monitored with about 75 inatru-
ments (preasure gauges, accelerometers, and strain gauges) that had been carefully selected and tested to operate
at the temperature and pressvreg typical uf a pressurized-water reactor. The initial temperature (540 kelvin) and
pressure (108 tara) were supplied by electric heaters.

Refore the experiment was carried out, aix United States and West GCerman groupa calculated the reaponse of
the core barrel to a sudden break and suhmitted the pretest results to the Kernforschungszentrum Karlsruhe. The
Los Alamos predlctions [16] for the discharge mass flow rate, pressure distribution, pressure differential, cora
barrel radia\ displacement, horizontal and axial strain outside the core barrel are ahown in Figs. 22-32, The
core barrel undergoea tranajient oscillation hut exhibits no permanent deformation. The figurea show good agree-
ment between the Los Alamos calculations and the experimental data.
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Schematic Diagram of the PWR Components.
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