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The file names are unimportant here except that we refer to them in several of the plots in section
5.2.

The main reason for considering file3.df and file4.df, which do not have nudet classes, is to apply
cluster analysis to determine whether the true class seems to have distinct mechanisms giving rise
to the erratic counts. Also, three of the pattern recognition techniques essentially apply a form of
cluster analysis separately to each class to see how many clusters are present in each class and
then use some representation of the cluster center to discriminate among cases. More detail is
given in section 5.3. In section 5.2 we present some of the results of cluster analysis applied to
file3.df and file4.df.

6.2 Results of Cluster Analysis

We applied three clustering techniques to the class=true cases from file3.df and file4.df: kmeans,
hierarchical clustering, and model-based clustering. We give a brief description of each below.

1) kmeans is one of the oldest clustering methods. If k = 2, then the algorithm searches for the
best partition of the cases into two clusters such that the within-cluster variance is small com-
pared to the between-cluster variance. We apply k-means for a range of & from 2 to 10 and
select the value of k using a criterion suggested by Hartigan (Ref. 13). The criterion accepts
adding a cluster to increase from & to k + 1 clusters if the within-cluster sum of squares is

sufficiently reduced. Applied to file3.df, there is reasonably convincing evidence for four
clusters.

2) Hierarchical clustering is the simplest clustering method to describe. Compute the distance
between each pair of cases. Group the closest two cases first, then add to that cluster the case
that is closest to that first cluster. There are several varieties of hierarchical clustering depend-
ing on how distances from a case to a cluster or from a cluster to a cluster are determined. A
common choice is to use the average distance between a given case and each case in a cluster
as the distance from a case to a cluster. Another choice is to use the largest distance between a
given case and each case in a cluster. In Fig. 7 we show the results of a hierarchical clustering
using the latter definition of distance. The main features in Fig. 7 are that case 63 is an outlier
and that there is informal evidence for three other clusters. The informal evidence is the same
as that used from the kmeans criterion: the within-cluster variance is reasonably well reduced
by choosing three main clusters and one outlying cluster of size one. So, as with kmeans, we
again find reasonably convincing evidence for four clusters.
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would still appear to be an outlier using the rescaled data. The result was that case 63 contin-
ues to appear as an outlier on the rescaled data, but the important variables become the Pois-

son checks rather than the variance and mean gamma counts over points 1-20. We currently
have no explanation for this behavior.
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FIGURE 8. Plot of principal components for file3.df.

3) Model-based clustering is a relatively new clustering technique that uses an extended version
of hierarchical clustering (Ref. 14). The extensions are that a Bayesian criterion helps choose
the number of clusters and noise or outliers can be explicitly modeled. We experienced out-of-
memory problems with our system using model-based clustering on file3.df, but applying it to

file4.df (fewer features), we again found evidence for four clusters based on the Bayesian
criterion.

We have also applied the three clustering methods to file4.df and again found reasonable evidence
for three clusters using kmeans and hierarchical clustering, but model-based clustering did not
strongly suggest a best number of clusters. Also, hierarchical clustering suggested case 63 to be an

outlier, and when we removed case 63, case 81 appeared to be an outlier. We plan to investigate
possible reasons for this behavior.
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Recall that file5.df has 4 classes, 85 predictors, and 373 cases. File6.df has 4 classes, 33 predic-
tors, and 373 cases. We presented a selected decision tree for file6.df in Fig. 10 and a decision tree
for fileS.df in Fig. 11. We created the training and testing set as follows. The number of cases for
classes 1-4 were 194, 50, 19, and 110, respectively. One half of the cases for each class were ran-
domly selected for training and the other half were used for testing. In Table 2 we record the mis-
classification rate for the held-out test cases.

Note that for file5.df and file6.df the decision tree performs best, whereas the mmda and Ivq per-
form the worst. Recall that the waveform data was designed to showcase mda so it is not surpris-
ing that mda does the best on that data. We were pleased with the performance of mmda on the
waveform data, however, and although we are disappointed by the poor performance of mmda on
file5.df and file6.df, we do believe the method can be competitive on some data sets. We are also
surprised by the poor performance of lvq on file5.df and file6.df. We should emphasize that we
did not attempt to fine tune any of the methods except to create file6.df, which contained fewer
candidate predictors. The results should be interpreted accordingly. Our intentions in applying and
developing pattern recognition methods in such a setting have been to (1) reduce the false alarm
rate by sending all alarms into a discriminant. function to attempt to separate true from false
alarms and (2) provide a means to better understand the background data, as in the present case
where there appears to be three distinct clusters in the class=true cases. To formalize the reduction
in the false alarm rate, consider the result with the decision tree. The “confusion matrix” in Table
3 below gives the true class in each column and the tree’s prediction in each row.

TABLE 3. Confusion Matrix for the Tree Classifier for file6.df

1 2 3 4
1 93 0 7 9
2 0 23 0 0
3 0 2 3 0
4 4 0 0 46

In Table 3, consider only the cases for which the tree predicted class=4 (nudet) when the class was
not 4. That occurred 4 times out of 50. That is, of the 50 times that class=4 was predicted, in only
4 cases was the true class not 4. This is an 8% false alarm rate. Therefore, the overall false alarm
rate has been reduced to 8% of the original false alarm rate that was in effect in the rate of creation
of the event records. As an important aside, we are beginning to experiment with building multi-
ple trees based on random resamples (bootstrap samples) of the training set and then using major-
ity rule to classify. This method is being developed by Brieman from the CART team (Ref. 15)
and is called bagging (bootstrap aggregation). With the waveform data, the misclassification rate
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